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Preface

There have been numerous advances made in many fields throughout the biosciences
in recent years, with perhaps the most dramatic being those in our ability to investigate
and define cellular processes at the molecular level. These insights have been largely
the result of the development and application of powerful new techniques in molecular
biology, in particular nucleic acid and protein methodologies.

The purpose of the Medical Biomethods Handbook is to introduce the reader to a
wide-ranging selection of those molecular biology techniques that are most frequently
used by research workers in the field of medical and clinical research. Clearly, within
the constraints of a single volume, we have had to be selective. However, all of the
techniques described are core methods and in regular research use. We have aimed to
describe both the theory behind, and the application of, the techniques described. A
companion volume, the Molecular Biomethods Handbook, published in 1998, provides
similar details on a range of other basic molecular biology techniques. For those who
require detailed laboratory protocols, these can be found in the references cited in each
chapter and in the laboratory protocol series Methods in Molecular Biology™ and Meth-
ods in Molecular Medicine™ published by Humana Press.

The Medical Biomethods Handbook should prove useful to undergraduate students
(especially project students), postgraduate researchers, and all research scientists and
technicians who wish to understand and use new techniques, but do no yet have the
necessary background to set up specific techniques. In addition, it will be useful for all
those wishing to update their knowledge of particular techniques. All chapters have
been written by well-established research scientists who run their own research pro-
grams and who use the methods on a regular basis. In sum, then, our hope is that this
book will prove a useful source of information on all the major molecular biomedical
techniques in use today, as well as a valuable text for those already engaged in or just
entering the field of molecular biology.

John M. Walker
Ralph Rapley
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Basic Techniques in Molecular Biology

Ralph Rapley

1. Introduction
There have been many developments over the past three decades that have led to the efficient

manipulation and analysis of nucleic acid and proteins. Many of these have resulted from the
isolation and characterization of numerous DNA-manipulating enzymes, such as DNA poly-
merase, DNA ligase, and reverse transcriptase. However, perhaps the most important was the
isolation and application of a number of enzymes that enabled the reproducible digestion of
DNA. These enzymes, termed restriction endonucleases or restriction enzymes, provided a turn-
ing point for not only the analysis of DNA but also the development of recombinant DNA tech-
nology and provided a means for the detection and identification of disease and disease markers.

1.1. Enzymes Used in Molecular Biology

Restriction endonucleases recognize specific DNA target sequences, mainly 4–6 bp in
length, and cut them, reproducibly, in a defined manner. The nucleotide sequences recognized
are of an inverted repeat nature (typically termed palindromic), reading the same in both direc-
tions on each strand (1). When cut or cleaved, they produce a flush or blunt-ended, or a stag-
gered, cohesive-ended fragment depending on the particular enzyme as indicated in Fig. 1. An
important property of cohesive ends is that DNA from different sources (e.g., different organ-
isms) digested by the same restriction endonuclease will be complementary (termed “sticky”)
and so will join or anneal to each other. The annealed strands are held together only by hydro-
gen-bonding between complementary bases on opposite strands. Covalent joining of nucle-
otide ends on each of the two strands may be brought about by the introduction of the enzyme
DNA ligase. This process, termed ligation, is widely exploited in molecular biology to enable
the construction of recombinant DNA molecules (i.e., the joining of DNA fragments from dif-
ferent sources). Approximately 500 restriction enzymes have been characterized to date that
recognise over 100 different target sequences. A number of these, termed isoschizomers, rec-
ognize different target sequences but produce the same staggered ends or overhangs. In addi-
tion to restriction enzymes a number of other enzymes have proved to be of value in the
manipulation of DNA and are indicated at appropriate points within this chapter.

2. Extraction and Separation of Nucleic Acids
2.1. DNA Extraction Techniques

The use of DNA for medical analysis or for research-driven manipulation usually requires
that it be isolated and purified to a certain degree. DNA is usually recovered from cells by meth-
ods that include cell rupture but that prevent the DNA from fragmenting by mechanical shearing.
This is generally undertaken in the presence of EDTA, which chelates the magnesium ions needed
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as cofactors for enzymes that degrade DNA, termed DNase. Ideally, cell walls, if present, should
be digested enzymatically (e.g., lysozyme in the bacteria or bacterial). In addition the cell mem-
brane should be solubilized using detergent. Indeed, if physical disruption is necessary, it should
be kept to a minimum and should involve cutting or squashing of cells, rather than the use of
shear forces. Cell disruption and most of the subsequent steps should be performed at 4°C, using
glassware and solutions that have been autoclaved to destroy DNase activity.

After release of nucleic acids from the cells, RNA can be removed by treatment with ribonu-
clease (RNase) that has been heat treated to inactivate any DNase contaminants; RNase is rela-
tively stable to heat as a result of its disulfide bonds, which ensure rapid renaturation of the
molecule on cooling. The other major contaminant, protein, is removed by shaking the solution
gently with water-saturated phenol, or with a phenol/chloroform mixture, either of which will
denature proteins but not nucleic acids. Centrifugation of the emulsion formed by this mixing
produces a lower, organic phase, separated from the upper, aqueous phase by an interface of
denatured protein. The aqueous solution is recovered and deproteinized repeatedly, until no more
material is seen at the interface. Finally, the deproteinized DNA preparation is mixed with 2 vol of
absolute ethanol, and the DNA is allowed to precipitate out of solution in a freezer. After centrifu-
gation, the DNA pellet is redissolved in a buffer containing EDTA to inactivate any DNases
present. This solution can be stored at 4°C for at least a month. DNA solutions can be stored
frozen, although repeated freezing and thawing tends to damage long DNA molecules by shear-
ing. A flow diagram summarizing the extraction of DNA is given in Fig. 2. The above-described
procedure is suitable for total cellular DNA. If the DNA from a specific organelle or viral particle
is needed, it is best to isolate the organelle or virus before extracting its DNA, because the recov-
ery of a particular type of DNA from a mixture is usually rather difficult. Where a high degree of
purity is required, DNA may be subjected to density gradient ultracentrifugation through cesium
chloride, which is particularly useful for the preparation plasmid DNA. It is possible to check the
integrity of the DNA by agarose gel electrophoresis and determine the concentration of the DNA
by using the fact that 1 absorbance unit equates to 50 µg/mL of DNA:

50A260 = Concentration of DNA sample (µg/mL)

The identification of contaminants may also be undertaken by scanning ultraviolet (UV)-
spectrophotometry from 200 nm to 300 nm. A ratio of 260 nm : 280 nm of approx 1.8 indicates
that the sample is free of protein contamination, which absorbs strongly at 280 nm.

Fig. 1. The cleavage of a DNA strand with a target site for the restriction enzyme EcoR1
indicating the ends of the DNA formed following digestion.
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2.2. RNA Extraction Techniques

The methods used for RNA isolation are very similar to those described above for DNA;
however, RNA molecules are relatively short and, therefore, less easily damaged by shearing,
so cell disruption can be rather more vigorous (2). RNA is, however, very vulnerable to diges-
tion by Rnases, which are present endogenously in various concentrations in certain cell types
and exogenously on fingers. Gloves should therefore be worn, and a strong detergent should be
included in the isolation medium to immediately denature any RNases. Subsequent
deproteinization should be particularly rigorous, because RNA is often tightly associated with
proteins. DNase treatment can be used to remove DNA, and RNA can be precipitated by etha-
nol. One reagent in particular that is commonly used in RNA extraction is guanadinium thiocy-
anate, which is both a strong inhibitor of RNase and a protein denaturant. It is possible to check
the integrity of an RNA extract by analyzing it by agarose gel electrophoresis. The most abun-
dant RNA species, the rRNA molecules, are 23S and 16S for prokaryotes and 18S and 28S for
eukaryotes. These appear as discrete bands on the agarose gel and indicate that the other RNA

Fig. 2. General steps involved in extracting DNA from cells or tissues.
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components are likely to be intact. This is usually carried out under denaturing conditions to
prevent secondary structure formation in the RNA. The concentration of the RNA may be esti-
mated by using UV spectrophotometry in a similar manner to that used for DNA. However in
the case of RNA at 260 nm, 1 absorbance unit equates to 40 µg/mL of RNA. Contaminants may
also be identified in the same way by scanning UV spectrophotometry; however, in the case of
RNA, a 260 nm : 280 nm ratio of approx 2 would be expected for a sample containing little or
no contaminating protein (3).

In many cases, it is desirable to isolate eukaryotic mRNA, which constitutes only 2–5% of
cellular RNA from a mixture of total RNA molecules. This may be carried out by affinity
chromatography on oligo(dT)-cellulose columns. At high salt concentrations, the mRNA con-
taining poly(A) tails binds to the complementary oligo(dT) molecules of the affinity column,
and so mRNA will be retained; all other RNA molecules can be washed through the column by
further high-salt solution. Finally, the bound mRNA can be eluted using a low concentration of
salt (4). Nucleic acid species may also be subfractionated by more physical means such as
electrophoretic or chromatographic separations based on differences in nucleic acid fragment
sizes or physicochemical characteristics.

2.3. Electrophoresis of Nucleic Acids

In order to analyze nucleic acids by size, the process of electrophoresis in an agarose or
polyacrylamide support gel is usually undertaken. Electrophoresis may be used analytically or
preparatively and can be qualitative or quantitative. Large fragments of DNA such as chromo-
somes may also be separated by a modification of electrophoresis termed pulsed field gel elec-
trophoresis (PFGE), which uses alternating directions of DNA migration (5). The easiest and
most widely applicable method is electrophoresis in horizontal agarose gels as indicated in Fig.
3. In order to visualize the DNA, staining has to be undertaken, usually with a dye such as
ethidium bromide. This dye binds to DNA by insertion between stacked base-pairs, termed
intercalation, and exhibits a strong orange/red fluorescence when illuminated with UV light.
Alternative stains such as SYBRGreen or Gelstar, which have similar sensitivities, are also
available and are less hazardous to use.

In general, electrophoresis is used to check the purity and intactness of a DNA preparation
or to assess the extent of an enzymatic reaction during, for example, the steps involved in the
cloning of DNA. For such checks “mini-gels” are particularly convenient, because they need
little preparation, use small samples, and provide results quickly. Agarose gels can be used to
separate molecules larger than about 100 basepairs (bp). For higher resolution or for the effec-
tive separation of shorter DNA molecules, polyacrylamide gels are the preferred method. In
recent years, a number of acrylic gels have been developed which may be used as an alternative
to agarose and polyacrylamide.

When electrophoresis is used preparatively, the fragment of gel containing the desired DNA
molecule is physically removed with a scalpel. The DNA is then recovered from the gel frag-
ment in various ways. This may include crushing with a glass rod in a small volume of buffer,
using agarase to digest the agrose leaving the DNA, or by the process of electroelution. In this
method, the piece of gel is sealed in a length of dialysis tubing containing buffer and is then
placed between two electrodes in a tank containing more buffer. Passage of an electrical cur-
rent between the electrodes causes DNA to migrate out of the gel piece, but it remains trapped
within the dialysis tubing and can, therefore, be recovered easily.

3. Nucleic Acid Blotting and Gene Probe Hybridization
3.1. Nucleic Acid Blotting

Electrophoresis of DNA restriction fragments allows separation based on size to be con-
ducted, however, it provides no indication as to the presence of a specific, desired fragment
among the complex sample. This can be achieved by transferring the DNA from the intact gel
onto a piece of nitrocellulose or Nylon membrane placed in contact with it. This provides a
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more permanent record of the sample because DNA begins to diffuse out of a gel that is left for
a few hours. First the gel is soaked in alkali to render the DNA single stranded. It is then
transferred to the membrane so that the DNA becomes bound to it in exactly the same pattern as
that originally on the gel (6). This transfer, named a Southern blot (see Chapter 4) after its
inventor Ed Southern, is usually performed by drawing large volumes of buffer by capillary
action through both gel and membrane, thus transferring DNA from the gel to the membrane.
Alternative methods are also available for this operation such as electrotransfer or vacuum-
assisted transfer. Both are claimed to give a more even transfer and are much more rapid,
although they do require more expensive equipment than the capillary transfer system. Trans-
fer of the DNA from the gel to the membrane allows the membrane to be treated with a labeled
DNA gene probe. This single-stranded DNA probe will hybridize under the right conditions to
complementary single-stranded DNA fragments immobilized onto the membrane.

3.2. Hybridization and Stringency

The conditions of hybridization are critical for this process to take place effectively. This is
usually referred to as the stringency of the hybridization and it is particular for each individual
gene probe and for each sample of DNA. Two of the most important components are the tem-
perature and the salt concentration. Higher temperatures and low salt concentrations, termed
high stringency, provide a favorable environment for perfectly matched probe and template
sequences, whereas reduced temperatures and high salt concentrations, termed low stringency,
allow the stabilization of mismatches in the duplex. In addition, inclusion of denaturants such as
formamide allow the hybridization temperatures to be reduced without affecting the stringency.

A series of posthybridization washing steps with a salt solution such as SSC, containing
sodium citrate and sodium chloride, is then carried out to remove any unbound probe and con-
trol the binding of the duplex. The membrane is developed using either autoradiography if the
probe is radiolabeled or by a number of nonradioactive methods. The precise location of the
probe and its target may be then visualized. The steps involved in Southern blotting are indi-
cated in Fig. 4. It is also possible to analyze DNA from different species or organisms by
blotting the DNA and then using a gene probe representing a protein or enzyme from one of the
organisms. In this way, it is possible to search for related genes in different species. This tech-
nique is generally termed Zoo blotting.

A similar process of nucleic acid blotting can be used to transfer RNA separated by gel
electrophoresis onto membranes similar to that used in Southern blotting. This process, termed
Northern blotting, allows the identification of specific mRNA sequences of a defined length by
hybridization to a labeled gene probe (7). It is possible with this technique to not only detect
specific mRNA molecules, but it may also be used to quantify the relative amounts of the
specific mRNA present in a tissue or sample. It is usual to separate the mRNA transcripts by gel
electrophoresis under denaturing conditions because this improves resolution and allows a more
accurate estimation of the sizes of the transcripts. The format of the blotting may be altered
from transfer from a gel to direct application to slots on a specific blotting apparatus containing

Fig. 3. Schematic illustration of a typical horizontal gel electrophoresis setup for the separa-
tion of nucleic acids.
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the Nylon membrane. This is termed slot or dot blotting and provides a convenient means of
measuring the abundance of specific mRNA transcripts without the need for gel electrophore-
sis, it does not, however, provide information regarding the size of the fragments.

Hybridization techniques are essential to many molecular biology experiments; however,
the format of the hybridization may be altered to improve speed sensitivity and throughput.
One interesting alternative is termed surface plasmon resonance (SPR). This is an optical sys-
tem based on difference between incident and reflected light in the presence of absence of
hybridization. Its main advantage is that the kinetics of hybridization can be undertaken in real
time and without a DNA label. A further exciting method for hybridization is also in use which
uses arrays of single-stranded DNA molecules tethered to small hybridization chips. Hybrid-
ization to a DNA sample is detected by computer, allowing DNA mutations to be quickly and
easily identified.

Fig. 4. The procedure involved in a typical Southern blot indicating the construction of a
simple capillary transfer setup.
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3.3. Production of Gene Probes

The availability of a gene probe is essential in many molecular biology techniques; yet, in
many cases, it is one of the most difficult steps (see Chapter 2). The information needed to
produce a gene probe may come from many sources, but with the development and sophistica-
tion of genetic databases, this is usually one of the first stages (8). There are a number of
genetic databases such as those at Genbank and EMBL and it is possible to search these over
the Internet and identify particular sequences relating to a specific gene or protein. In some
cases, it is possible to use related proteins from the same gene family to gain information on the
most useful DNA sequence. Similar proteins or DNA sequences but from different species may
also provide a starting point with which to produce a so-called heterologous gene probe. Al-
though, in some cases, probes are already produced and cloned, it is possible, armed with a
DNA sequence from a DNA database, to chemically synthesize a single-stranded oligonucle-
otide probe. This is usually undertaken by computer-controlled gene synthesizers, which link
dNTPs together based on a desired sequence. It is essential to carry out certain checks before
probe production to determine that the probe is unique, is not able to self-anneal, or is self-
complementary, all of which may compromise its use.

Where little DNA information is available to prepare a gene probe, it is possible in some
cases to use the knowledge gained from analysis of the corresponding protein. Thus, it is pos-
sible to isolate and purify proteins and sequence part of the N-terminal end of the protein. From
our knowledge of the genetic code, it is possible to predict the various DNA sequences that
could code for the protein and then synthesize appropriate oligonucleotide sequences chemi-
cally. Because of the degeneracy of the genetic code, most amino acids are coded for by more
than one codon, therefore, there will be more than one possible nucleotide sequence that could
code for a given polypeptide. The longer the polypeptide, the larger is the number of possible
oligonucleotides that must be synthesized. Fortunately, there is no need to synthesize a sequence
longer than about 20 bases, as this should hybridize efficiently with any complementary
sequences and should be specific for one gene. Ideally, a section of the protein should be cho-
sen that contains as many tryptophan and methionine residues as possible, because these have
unique codons and there will therefore be fewer possible base sequences that could code for
that part of the protein. The synthetic oligonucleotides can then be used as probes in a number
of molecular biology methods.

3.4. DNA Gene Probe Labeling

An essential feature of a gene probe is that it can be visualized by some means. In this way, a
gene probe that hybridizes to a complementary sequence may be detected and identify that de-
sired sequence from a complex mixture. There are two main ways of labeling gene probes,
traditionally this has been carried out using radioactive labels, but gaining in popularity are
nonradioactive labels. Perhaps the most used radioactive label is phosphorous-32 (32P), although
for certain techniques sulfur-35 (35S) and tritium (3H) are used. These may be detected by the
process of autoradiography where the labeled probe molecule, bound to sample DNA, located,
for example, on a Nylon membrane, is placed in contact with an X-ray-sensitive film. Following
exposure, the film is developed and fixed just as a black-and-white negative and reveals the
precise location of the labeled probe and, therefore, the DNA to which it has hybridized.

3.5. Nonradioactive DNA Labeling

Nonradioactive labels are increasingly being used to label DNA gene probes. Until recently,
radioactive labels were more sensitive than their nonradioactive counterparts. However, recent
developments have led to similar sensitivities, which, when combined with their improved
safety, have led to their greater acceptance.

The labeling systems are either termed direct or indirect. Direct labeling allows an enzyme
reporter such as alkaline phosphatase to be coupled directly to the DNA. Although this may
alter the characteristics of the DNA gene probe, it offers the advantage of rapid analysis because
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no intermediate steps are needed. However indirect labeling is, at present, more popular. This
relies on the incorporation of a nucleotide that has a label attached. At present, three of the main
labels in use are biotin, flourescein, and digoxigenin. These molecules are covalently linked to
nucleotides using a carbon spacer arm of 7, 14, or 21 atoms. Specific binding proteins may then
be used as a bridge between the nucleotide and a reporter protein such as an enzyme. For
example, biotin incorporated into a DNA fragment is recognized with a very high affinity by
the protein streptavidin. This may either be coupled or conjugated to a reporter enzyme mol-
ecule such as alkaline phosphatase or horseradish peroxidase (HRP). This is usually used to
convert a colorless substrate into a colored insoluble compound and also offers a means of
signal amplification. Alternatively, labels such as digoxigenin incorporated into DNA
sequences may be detected by monoclonal antibodies, again conjugated to reporter molecules,
including alkaline phosphatase. Thus, rather than the detection system relying on autoradiogra-
phy, which is necessary for radiolabels, a series of reactions resulting in either a color or a light
or a chemiluminescence reaction takes place. This has important practical implications because
autoradiography may take 1–3 d, whereas color and chemiluminescent reactions take minutes.
In addition, no radiolabeling and detection minimize the potential health and safety hazards
encountered when using radiolabels.

3.6. End Labeling of DNA

The simplest form of labeling DNA is by 5'- or 3'-end labeling. 5'-End labeling involves a
phosphate transfer or exchange reaction, where the 5' phosphate of the DNA to be used as the
probe is removed and in its place a labeled phosphate, usually 32P, is added. This is usually
carried out by using two enzymes, the first, alkaline phosphatase, is used to remove the existing
phosphate group from the DNA. Following removal of the released phosphate from the DNA,
a second enzyme polynucleotide kinase is added that catalyzes the transfer of a phosphate
group (32P labeled) to the 5' end of the DNA (see Fig. 5). The newly labeled probe is then
purified, usually by chromatography through a Sephadex column and may be used directly.

Using the other end of the DNA molecule, the 3' end, is slightly less complex. Here, a new
dNTP, which is labeled (e.g., 32PαdATP or biotin-labeled dNTP), is added to the 3' end of the
DNA by the enzyme terminal transferase as indicated in Fig. 6. Although this is a simpler

Fig. 5. End labeling of a gene probe at the 5' end with alkaline phosphatase and polynucle-
otide kinase.
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reaction, a potential problem exists because a new nucleotide is added to the existing sequence
and so the complete sequence of the DNA is altered, which may affect its hybridization to its
target sequence. End labeling methods also suffer from the fact that only one label is added to
the DNA, so these methods are of a lower activity in comparison to methods that incorporate
labels along the length of the DNA.

3.7. Random Primer Labeling of DNA

The DNA to be labeled is first denatured and then placed under renaturing conditions in the
presence of a mixture of many different random sequences of hexamers or hexanucleotides. These
hexamers will, by chance, bind to the DNA sample wherever they encounter a complementary
sequence and, thus, the DNA will rapidly acquire an approximately random sprinkling of
hexanucleotides annealed to it. Each of the hexamers can act as a primer for the synthesis of a
fresh strand of DNA catalyzed by DNA polymerase because it has an exposed 3' hydroxyl group,
as seen in Fig. 7. The Klenow fragment of DNA polymerase is used for random primer labeling
because it lacks a 5'–3' exonuclease activity. This is prepared by cleavage of DNA polymerase
with subtilisin, giving a large enzyme fragment that has no 5' to 3' exonuclease activity, but which
still acts as a 5' to 3' polymerase. Thus, when the Klenow enzyme is mixed with the annealed DNA
sample in the presence of dNTPs, including at least one that is labeled, many short stretches of
labeled DNA will be generated. In a similar way to random primer labelling, polymerase chain
reaction (PCR) may also be used to incorporate radioactive or nonradioactive labels.

3.8 Nick Translation Labeling of DNA

A traditional method of labeling DNA is by the process of nick translation. Low concentra-
tions of DNase I are used to make occasional single-strand nicks in the double-stranded DNA
that is to be used as the gene probe. DNA polymerase then fills in the nicks, using an appropri-
ate deoxyribonucleoside triphosphate (dNTP), at the same time making a new nick to the 3' side
of the previous one. In this way, the nick is translated along the DNA. If labeled dNTPs are
added to the reaction mixture, they will be used to fill in the nicks, as indicated in Fig. 8. In this
way, the DNA can be labeled to a very high specific activity.

4. Medical Applications of Basic Molecular Techniques: Restriction Mapping of DNA
Fragments
Restriction mapping involves the size analysis of restriction fragments produced by several

restriction enzymes individually and in combination. Comparison of the lengths of fragments

Fig. 6. End labeling of a gene probe at the 3' end using terminal transferase. Note that the
addition of a labeled dNTP at the 3' end alters the sequence of the gene probe.
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obtained allows their relative positions within the DNA fragment to be deduced. Any mutation
that creates, destroys, or moves the recognition sequence for a restriction enzyme leads to a
restriction fragment length polymorphism (RFLP) (9). An RFLP can be detected by examining
the profile of restriction fragments generated during digestion. Conventionally, this required
the purification of the original starting DNA sample before digestion with single or multiple
restriction enzymes. The resultant fragments were then size-separated by gel electrophoresis
and visualized by staining with ethidium bromide. Routine RFLP analysis of genomic DNA
samples generally also involves hybridization with labeled gene probes to detect a specific
gene fragment. The first useful RFLP was described for the detection of sickle cell anemia. In
this case, a difference in the pattern of digestion with the restriction endonuclease HhaI could

Fig. 7. Random primer gene probe labeling. Random primers are incorporated and used as a
start point for Klenow DNA polymerase to synthesize a complementary strand of DNA while
incorporating a labeled dNTP at complementary sites.
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be identified between DNA samples from normal individuals and patients with the disease.
This polymorphism was later shown to be the result of a single base substitution in the gene for
β-globin that changed a codon, GAG specific for the amino acid glutamine to GUG, which
encoded valine. A further example is the use of the restriction enzyme MnlI to detect factor V
Leiden. This arises from a point mutation in exon 13 of the factor V gene and, in particular,
constitutes the most frequent genetic risk factor for venous thrombosis. Although this is a good
example of how a basic molecular biology technique could be used for the identification of a
genetic mutation, the occurrence is infrequent and thus of limited use.

RFLPs may arise by a number of different means that alter the relative position of restriction
endonuclease recognition sequences. In general, most polymorphisms are randomly distributed
throughout a genome; however, there are certain regions where many polymophisms exist.
These are termed hypervariable regions and have been found in regions flanking structural
genes from several sources. These were first identified as differences in the numbers of short
repeated sequences, termed minisatellites. These occurred within the genomes from different
individuals, as evidenced by RFLP analysis using specific gene probes. Several types of
minisatellite sequence such as variable numbers of tandem repeats (VNTR) have now been
described.

An additional source of polymorphic diversity present in the human genome is termed single-
nucleotide polymorphism (SNP) (pronounced snip). SNPs are substitutions of one base at a
precise location within the genome. Those that occur in coding regions are termed cSNPs.

Fig. 8. Nick translation. The removal of nucleotides and their subsequent replacement with
labeled nucleotides by DNA polymerase I makes the gene probe more labeled as nick transla-
tion proceeds.
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Estimates indicate that an SNP occurs once in every 300 bases and there are thought to be
approx 10 million in the human genome. Interest in SNPs lies in the fact that these differences
can account for the differences in disease suseptability, drug metabolism, and response to envi-
ronmental factors between individuals. There are now a number of initiatives to identify SNPs
and produce a genome SNP map. A number of maps have been partially completed and a num-
ber of bioinformatics resources have been developed, such as the SNP consortium (10,11).

There are numerous disorders that arise as a result of point mutations or deletions/insertions,
and it is possible given an appropriate gene probe complementary to the genetic lesion to iden-
tify and detect it successfully following DNA blotting. However, the development and refine-
ment of the PCR has led to many Southern-blot-based methods now being superseded by
amplification techniques and will no doubt be ultimately overtaken by the continued develop-
ment of microarray technology (12).
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Probe Design, Production, and Applications

Marilena Aquino de Muro

1. Introduction
A probe is a nucleic acid molecule (single-stranded DNA or RNA) with a strong affinity

with a specific target (DNA or RNA sequence). Probe and target base sequences must be
complementary to each other, but depending on conditions, they do not necessarily have to be
exactly complementary. The hybrid (probe–target combination) can be revealed when appro-
priate labeling and detection systems are used. Gene probes are used in various blotting and in
situ techniques for the detection of nucleic acid sequences. In medicine, they can help in the
identification of microorganisms and the diagnosis of infectious, inherited, and other diseases.

2. Probe Design
The probe design depends on whether a gene probe or an oligonucleotide probe is desired.

2.1. Gene Probes

Gene probes are generally longer than 500 bases and comprise all or most of a target gene.
They can be generated in two ways. Cloned probes are normally used when a specific clone is
available or when the DNA sequence is unknown and must be cloned first in order to be mapped
and sequenced. It is usual to cut the gene with restriction enzymes and excise it from an agarose
gel, although if the vector has no homology, this might not be necessary.

Polymerase chain reaction (PCR) is a powerful procedure for making gene probes because it
is possible to amplify and label, at the same time, long stretches of DNA using chromosomal or
plasmid DNA as template and labeled nucleotides included in the extension step (see Subhead-
ings 2.2. and 3.2.3.). Having the whole sequence of a gene, which can easily be obtained from
databases (GenBank, EMBL, DDBJ), primers can be designed to amplify the whole gene or
gene fragments (see Chapter 28). A considerable amount of time can be saved when the gene of
interest is PCR amplified, for there is no need for restriction enzyme digestion, electrophoresis,
and elution of DNA fragments from vectors. However, if the PCR amplification gives nonspe-
cific bands, it is recommended to gel purify the specific band that will be used as a probe.

Gene probes generally provide greater specificity than oligonucleotides because of their
longer sequence and because more detectable groups per probe molecule can be incorporated
into them than into oligonucleotide probes (1).

2.2. Oligonucleotide Probes

Oligonucleotide probes are generally targeted to specific sequences within genes. The most
common oligonucleotide probes contain 18–30 bases, but current synthesizers allow efficient
synthesis of probes containing at least 100 bases. An oligonucleotide probe can match perfectly
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its target sequence and is sufficiently long to allow the use of hybridization conditions that will
prevent the hybridization to other closely related sequences, making it possible to identify and
detect DNA with slight differences in sequence within a highly conserved gene, for example.

The selection of oligonucleotide probe sequences can be done manually from a known gene
sequence using the following guidelines (1):

• The probe length should be between 18 and 50 bases. Longer probes will result in longer
hybridization times and low synthesis yields, shorter probes will lack specificity.

• The base composition should be 40–60% G-C. Nonspecific hybridization may increase for G-
C ratios outside of this range.

• Be certain that no complementary regions within the probe are present. These may result in the
formation of “hairpin” structures that will inhibit hybridisation to target.

• Avoid sequences containing long stretches (more than four) of a single base.
• Once a sequence meeting the above criteria has been identified, computerized sequence analy-

sis is highly recommended. The probe sequence should be compared with the sequence region
or genome from which it was derived, as well as to the reverse complement of the region. If
homologies to nontarget regions greater than 70% or eight or more bases in a row are found,
that probe sequence should not be used.

However, to determine the optimal hybridization conditions, the synthesized probe should
be hybridized to specific and nonspecific target nucleic acids over a range of hybridization
conditions.

These same guidelines are applicable to design forward and reverse primers for amplifica-
tion of a particular gene of interest to make a gene probe. It is important to bear in mind that, in
this case, it is essential that the 3' end of both forward and reverse primers have no homology
with other stretches of the template DNA other than the region you want to amplify. There are
numerous software packages available (LaserDNA™, GeneJockey II™, etc.) that can be used
to design a primer for a particular sequence or even just to check if the pair of primers designed
manually will perform as expected.

3. Labeling and Detection
3.1. Types of Label

3.1.1. Radioactive Labels

Nucleic acid probes can be labeled using radioactive isotopes (e.g., 32P, 35S, 125I, 3H). Detec-
tion is by autoradiography or Geiger–Muller counters. Radiolabeled probes used to be the most
common type but are less popular today because of safety considerations as well as cost and
disposal of radioactive waste products. However, radiolabeled probes are the most sensitive, as
they provide the highest degree of resolution currently available in hybridization assays (1,2).
High sensitivity means that low concentrations of a probe–target hybrid can be detected; for
example, 32P-labeled probes can detect single-copy genes in only 0.5 µg of DNA and Keller
and Manak (1) list a few reasons:

• 32P has the highest specific activity.
• 32P emits β-particles of high energy.
• 32P-Labeled nucleotides do not inhibit the activity of DNA-modifying enzymes, because the

structure is essentially identical to that of the nonradioactive counterpart.

Although 32P-labeled probes can detect minute quantities of immobilized target DNA (<1
pg), their disadvantages is the inability to be used for high-resolution imaging and their rela-
tively short half-life (14.3 d); 32P-labeled probes should be used within a week after preparation.

The lower energy of 35S plus its longer half-life (87.4 d) make this radioisotope more useful
than 32P for the preparation of more stable, less specific probes. These 35S-labeled probes,
although less sensitive, provide higher resolution in autoradiography and are especially suit-
able for in situ hybridization procedures. Another advantage of 35S over 32P is that the 35S-
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labeled nucleotides present little external hazard to the user. The low-energy β-particles barely
penetrate the upper dead layer of skin and are easily contained by laboratory tubes and vials.

Similarly, 3H-labeled probes have traditionally been used for in situ hybridization because
the low-energy β-particle emissions result in maximum resolution with low background. It has
the longest half-life (12.3 yr).

The use of 125I and 131I has declined since the 1970’s with the availability of 125I-labeled
nucleoside triphosphates of high specific activity. 125I has lower energies of emission and a
longer half-life (60 d) than 131I, and are frequently used for in situ hybridization.

3.1.2. Nonradioactive Labels

Compared to radioactive labels, the use of nonradioactive labels have several advantages:

• Safety.
• Higher stability of probe.
• Efficiency of the labeling reaction.
• Detection in situ.
• Less time taken to detect the signal.

Concern over laboratory safety and the economic and environmental aspects of radioactive
waste disposal have been key factors in their development and use. Some examples are as
follows:

• Biotin: This label can be detected using avidin or streptavidin which have high affinities for
biotin. Because the reporter enzyme is not conjugated directly to the probe but is linked to it
through a bridge (e.g., streptavidin–biotin), this type of nonradioactive detection is known as
an indirect system. Usually, biotinylated probes work very well, but because biotin (vitamin
H) is a ubiquitous constituent of mammalian tissues and because biotinylated probes tend to
stick to certain types of Nylon membrane, high levels of background can occur during hybrid-
izations. These difficulties can be avoided by using nucleotide derivatives, including
digoxigenen-11-UTP, -11-dUTP, and -11-ddUTP, and biotin-11-dUTP or biotin-14-dATP.
After hybridization, these are detected by an antibody or avidin, respectively, followed by a
color or chemiluminescent reaction catalysed by alkaline phosphatase or peroxidase linked to
the antibody or avidin (1,2).

• Enzymes. The enzyme is attached to the probe and its presence usually detected by reaction
with a substrate that changes color. Used in this way, the enzyme is sometimes referred to as a
“reporter group,” Examples of enzymes used include alkaline phosphatase and horseradish
peroxidase (HRP). In the presence of peroxide and peroxidase, chloronaphtol, a chromogenic
substrate for HRP, forms a purple insoluble product. HRP also catalyzes the oxidation of
luminol, a chemiluminogenic substrate for HRP (2,3).

• Chemiluminescence. In this method, chemiluminescent chemicals attached to the probe are
detected by their light emission using a luminometer. Chemiluminescent probes (including the
above enzyme labels) can be easily stripped from membranes, allowing the membranes to be
reprobed many times without significant loss of resolution.

• Fluorescence chemicals attached to probe fluoresce under ultraviolet (UV) light. This type of
label is especially useful for the direct examination of microbiological or cytological speci-
mens under the microscope—a technique known as fluorescent in situ hybridization (FISH).
Hugenholts et al. have some useful considerations on probe design for FISH (4).

• Antibodies. An antigenic group is coupled to the probe and its presence detected using specific
antibodies. Also, monoclonal antibodies have been developed that will recognize DNA–RNA
hybrids. The antibodies themselves have to be labeled, using an enzyme, for example.

• DIG system. It is the most comprehensive, convenient, and effective system for labeling and
detection of DNA, RNA, and oligonucleotides. Digoxigenin (DIG), like biotin, can be chemi-
cally coupled to linkers, and nucleotides and DIG-substituted nucleotides can be incorporated
into nucleic acid probes by any of the standard enzymatic methods. These probes generally
yield significantly lower backgrounds than those labeled with biotin. An anti-digoxigenin an-
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Table 1
Types of Label

Radioactive labels

32P
35S
125I
131I
3H

Nonradioactive labels
Biotin

Chemiluminescent enzyme labels (acridinium ester, alkaline
phosphatase, β-D-galactosidase, horseradish peroxidase
[HRP], isoluminol, xanthine oxidase)

Fluorescence chemicals (fluorochromes)
Antibodies
Digoxigenin system

tibody–alkaline phosphatase conjugate is allowed to bind to the hybridized DIG-labeled probe.
The signal is then detected with colorimetric or chemiluminescent alkaline phosphatase sub-
strates. If a colorimetric substrate is used, the signal develops directly on the membrane. The
signal is detected on an X-ray film (as with 32P- or 35S-labeled probes) when a chemilumines-
cent substrate is used. Roche Biochemicals has a series of kits for DIG labeling and detection,
as well as comprehensive detailed guides (5,6) with protocols for single-copy gene detection
of human genome on Southern blots, detection of unique mRNA species on Northern blots,
colony and plaque screening, slot/dot blots, and in situ hybridization.

The one area in which nonradioactive probes have a clear advantage is in situ hybridization.
When the probe is detected by fluorescence or color reaction, the signal is at the exact location
of the annealed probe, whereas radioactive probes can only be visualized as silver grains in a
photographic emulsion some distance away from the actual annealed probe (7).

3.2. Labeling Methods

The majority of radioactive labeling procedures rely upon enzymatic incorporation of a
nucleotide labeled into the DNA, RNA, or oligonucleotide.

Table 1 summarizes the various types of label (2).

3.2.1. Nick Translation

Nick translation is one method of labeling DNA, which uses the enzymes pancreatic Dnase
I and Escherichia coli DNA polymerase I. The nick translation reaction results from the pro-
cess by which E. coli DNA polymerase I adds nucleotides to the 3'-OH created by the nicking
activity of Dnase I, while the 5' to 3' exonuclease activity simultaneously removes nucleotides
from the 5’ side of the nick. If labeled precursor nucleotides are present in the reaction, the pre-
existing nucleotides are replaced with labeled nucleotides. For radioactive labeling of DNA,
the precursor nucleotide is an [α-32P]dNTP. For nonradioactive labeling procedures, a
digoxigenin or a biotin moiety attached to a dNTP analog is used (2).

3.2.2. Random-Primed Labeling (or Primer Extension)

Gene probes, cloned or PCR-amplified, and oligonucleotide probes can be random-primed
labeled with radioactive isotopes and nonradioactive labels (e.g., DIG). Random-primed label-
ing of DNA fragments (double- or single-stranded DNA) was developed by Feinberg and
Volgestein (8,9) as an alternative to nick translation to produce uniformly labeled probes.
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Double-stranded DNA is denatured and annealed with random oligonucleotide primers (6-
mers). The oligonucleotides serve as primers for the 5' to 3' polymerase (the Klenow fragment
of E. coli DNA polymerase I), which synthesizes labeled probes in the presence of a labeled
nucleotide precursor. Figure 1A shows the steps involved in random-primed DIG labeling as
an example.

3.2.3. DIG–PCR Labeling

A very robust method for labeling a gene probe with DIG uses PCR. The probe is PCR-
amplified using the appropriate set of primers and thermocycling parameters, however, the
dNTP mixture has less dTTP because the labeled DIG–dUTP will also be added to the reaction.
(Similarly, when this method is used with [α-32P]dCTP, the dNTP mixture will not have dCTP.)
The advantage of PCR–DIG labeling, over random-primed DIG labeling, is the incorporation

Fig. 1. Steps involved in the following: (A) random-primed DIG labeling: Double-stranded
DNA is denatured and annealed with random oligonucleotide primers (6-mers); the oligonucle-
otides serve as primers for the 5' to 3' Klenow fragment of E. coli DNA polymerase I, which
synthesizes labeled probes in the presence of DIG–dUTP. (B) PCR–DIG labelling: DIG–dUTP
is incorporated during PCR cycles into the DNA strands amplified from the DNA target. The
asterisk represents the digoxigenin molecule incorporated along the DNA strands.
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of a higher number of DIG moieties along the amplified DNA strands during the PCR cycles. It
is worth noting that the random incorporation of large molecules of DIG–dUTP along the DNA
strands during the PCR cycles makes the amplified fragment run slower on an agarose gel. A
control PCR reaction, without DIG–dUTP, should also be prepared at the same time to verify
whether the size of the amplified fragment with incorporated DIG (labeled probe) corresponds
to the desired gene fragment. Figure 1B shows the steps involved in PCR–DIG labeling, and
refs. (10–12) describe successful examples of use of PCR–DIG labeling.

3.2.4. Photobiotin Labeling

Photobiotin labeling is a chemical reaction, not an enzymatic one. Biotin and DIG can be
linked to a nitrophenyl azido group that is converted by irradiation with UV or strong visible
light to a highly reactive nitrene that can form stable covalent linkages to DNA and RNA (2).
The materials for photobiotin labeling are more stable than the enzymes needed in nick transla-
tion or oligonucleotide labeling and are less expensive, and it is a method of choice when large
quantities of probe but not very high sensitivities (3,13).

3.2.5. End Labeling

End labeling of probes for hybridization is mainly used to label oligonucleotide probes (for
a review, see ref. 14).

Roche Biochemicals (6) has developed three methods for labeling oligonucleotides with
digoxigenin:

• The 3'-end labeling of an oligonucleotide 14–100 nucleotides in length with 1 residue of DIG-
11-ddUTP per molecule

• The 3' tailing reaction, where terminal transferase adds a mixture of unlabeled nucleotides and
DIG-11-dUTP, producing a tail containing multiple digoxigenin residues

• The 5' end labeling in a two-step synthesis with first an aminolinker residue on the 5' end of the
oligonucleotide, and then after purification, a digoxigenin-N-hydroxy-succinimide ester is co-
valently linked to the free 5'-amino residue.

Oligonucleotides can also be labeled with radioisotopes by transferring the γ-32P from [γ-
32P]ATP to the 5' end using the enzyme bacteriophage T4 polynucleotide kinase. If the reaction
is carried out efficiently, the specific activity of such probes can be as high as the specific
activity of [γ-32P]ATP itself (2).

Promega has a detailed guide (15) with protocols on radioactive and nonradioactive labeling
of DNA. The choice of probe labeling method will depend on the following:

• Target format: Southern, Northern, slot/dot, or colony blot (see Subheading 4.)
• Type of probe: gene or oligonucleotide probe
• Sensitivity required for detection: single-copy gene or detection of PCR-amplified DNA frag-

ments

For example, 3'- and 5'-end labeling of oligonucleotides give good results on slot and colony
hybridization in contrast with poor sensitivity when using Southern blotting.

4. Target Format
4.1. Solid Support

A convenient format for the hybridization of DNA to gene probes or oligonucleotide probes
is immobilization of the target nucleic acid (DNA or RNA) onto a solid support while the probe
is free in solution. The solid support can be a nitrocellulose or Nylon membrane, Latex or
magnetic beads, or microtiter plates. Nitrocellulose membranes are very commonly used and
produce low background signals; however, they can only be used when colorimetric detection
will be performed and no probe stripping and reprobing is planned. For these purposes, posi-
tively charged Nylon membranes are recommended, and they also ensure an optimal signal-to-
noise ratio when the DIG system is used. Although nitrocellulose membranes are able to bind
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large quantities of DNA, they become brittle and gradually release DNA during the hybridiza-
tion step. Activated cellulose membranes, on the other hand, are more difficult to prepare, but
they can be reused many times because the DNA is irreversibly bound (2).

After size fractionation of nucleic acids by electrophoresis, they are transferred to a filter
membrane, which is then probed. The presence of target is confirmed by the detection of a
probe on the filter membrane, for example, radiolabeled probe can be detected by autoradiogra-
phy and the location of the target sequence in the bands in the original gel determined.

The different immobilization techniques include the following: Southern blots, when whole
or digested chromosomal DNA is electrophoresed in an agarose gel, denatured, and blotted
onto a membrane; Northern blots, when the same procedure is used for RNA; slot blots, when
whole RNA or denatured DNA is loaded under vacuum into slots onto membranes (similar
procedure for dot blots); colony blots, when colonies are treated with lysozyme on plates and
further treatment with protease, and denaturation and neutralization solutions are applied and
the procedure adjusted according the microorganism’s peculiarities. The great advantage of
colony blotting over slot blotting is that strains with a specific sequence can be rapidly detected
from plates and the DNA preparation procedure can then be done only for the strains of inter-
est. In a similar way, the slot blotting procedure has the advantage of quickly highlighting
which DNA sample has the gene sequence of interest when a gene probe is hybridized to whole-
DNA samples. The Southern blotting procedure, which involves the digest of DNA with re-
striction enzymes and gel electrophoresis, takes a longer preparation time than slot blotting but
can provide information on the size and position of the gene as well as grouping the samples
based on the similar patterns when different restriction enzymes are used to digest the samples.
Schleicher and Schuell has a detailed manual on solid supports and DNA transfer (16).

4.2. In Solution

Both the probe and the target are in solution. Because both are free to move, the chances of
reaction are maximized and, therefore, this format generally gives faster results than others.

4.3. In Situ

In this format, the probe solution is added to fixed tissues, sections, or smears, which are
then usually examined under the microscope (see Chapter 29). The probe label (e.g., a fluores-
cent marker) produces a visible change in the specimen if the target sequence is present and
hybridization has occurred. However, the sensitivity might be low if the amount of target nucleic
acid present in the specimen is low. This can be used for the gene mapping of chromosomes and
for the detection of microorganisms in specimens.

5. Hybridization Conditions
Many methods are available to hybridize probes in solution to DNA or RNA immobilized on

nitrocellulose membranes (see Chapter 4). These methods can differ in the solvent and tem-
perature used, the volume of solvent and the length of time of hybridisation, the method of
agitation, when required, and the concentration of the labeled probe and its specificity, the
stringency of the washes after the hybridization. However, basically, target nucleic acid immo-
bilized on membranes by the Southern blot, Northern blot, slot or dot blot, or colony blot pro-
cedures are hybridized in the same way. The membranes are first prehybridized with
hybridization buffer minus the probe. Nonspecific DNA binding sites on the membrane are
saturated with carrier DNA and synthetic polymers. The prehybridization buffer is replaced
with the hybridization buffer containing the probe and incubated to allow hybridization of the
labeled probe to the target nucleic acid. The optimum hybridization temperature is experimen-
tally determined, starting with temperatures 5°C below the melting temperature (Tm). The Tm is
defined as the temperature corresponding to the midpoint in transition from helix to random
coil and depends on length, nucleotide composition and ionic strength for long stretches of
nucleic acids. G-C pairs are more stable than A-T pairs because G and C form three H bonds as
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opposed to two between A and T. Therefore, double-stranded DNA rich in G and C has a higher
Tm (more energy required to separate the strands) than A-T rich DNA. For oligonucleotide
probes bound to immobilized DNA, the dissociation temperature, Td, is concentration depen-
dent. Stahl and Amman (17) discussed in detail the empirical formulas used to estimate Tm and
Td.

Following the hybridization, the unhybridized probe is removed by a series of washes. The
stringency of the washes must be adjusted for the specific probe used. Low-stringency washing
conditions (higher salt and lower temperature) increases sensitivity; however, these conditions
can give nonspecific hybridization signals and high background. High-stringency washing condi-
tions (lower salt and higher temperature, closer to the hybridization temperature) can reduce back-
ground and only the specific signal will remain. The hybridization signal and background can also
be affected by probe length, purity, concentration, sequence, and target contamination (1).

In aqueous solution, RNA–RNA hybrids are more stable than RNA–DNA hybrids, which
are, in turn, more stable than DNA–DNA ones. This results in a difference in Tm of approx
10°C between RNA-RNA and DNA-DNA hybrids. Consequently, more stringent conditions
should be used with RNA probes (8).

In general, the hybridization rate increases with probe concentration. Also, within narrow
limits, sensitivity increases with increasing probe concentration. The concentration limit is not
determined by any inherent physical property of nucleic acid probes, but by the type of label
and nonspecific binding properties of the immobilization medium involved.

6. Applications in Medical Research
At least three basic applications of nucleic acid probes in medical research can be men-

tioned: (1) detection of pathogenic microorganisms, (2) detection of changes to nucleic acid
sequences, and (3) detection of tandem repeat sequences. Table 2 presents only a few examples
of recently published literature on applications of nucleic acid probes in medical research.

Table 2
Examples of the Applications of Nucleic Acid Probes in Medical Research

Application Ref.

Detection of tumor suppressor genes in human bladder tumors 21
Identification of Leishmania parasites 22
Detection of malignant plasma cells of patients with multiple myeloma 23
Diagnosis of human papillomavirus 24
Visual gene diagnosis of HBV and HCV 25
Detection and identification of pathogenic Vibrio parahaemolyticus 26
Detection of Vibrio cholerae 27–29
Molecular analysis of tetracycline resistance in Salmonella enterica 30
Identification of fimbrial adhesins in necrotoxigenic E. coli 31
Epidemiological analysis of Campylobacter jejuni infections 32
Molecular analysis of NSP4 gene from human rotavirus strains 33
Physical mapping of human parasite Trypanosoma cruzi 34
Detection and identification of African trypanosomes 35
Changes related to neurological diseases (Alzheimer’s, Huntington’s) 36
Detection and identification of pathogenic Candida spp. 37,38
Identification of Mycobacterium spp. 39
Detection of rifampin resistance in Mycobacterium tuberculosis 40
Identification of Staphylococcus aureus directly from blood cultures 41
Detection of rabies virus genome in brain tissues from mice 42



Probe Design, Production, Applications 21

6.1. Detection of Pathogenic Microorganisms

The application of nucleic acid probes has particularly been evident in microbial ecology,
where probes can be used to detect unculturable microorganisms and pathogens in the environ-
ment or simply provide rapid identification of species and group levels. Through the develop-
ment of DNA–DNA and RNA–DNA hybridization procedures and recombinant DNA
methodology, the isolation of species-specific gene sequences is readily achieved (18,19). Oli-
gonucleotide hybridization probes complementing either small ribosomal subunits, large ribo-
somal subunits, or internal transcribed spacer regions have now been developed for a wide
variety of microorganisms (20), such as Actinomyces, Bacteriodes, Borrelia, Clostridium,
Campylobacter, Candida, Haemophilus, Helicobacter, Lactococcus, Mycoplasma, Neisseria,
Proteus, Rickettsia, Vibrio, Streptococcus, Plasmodium, Pneumocystis, Trichomonas,
Desulfovibrio, Streptomyces, including some uncultivated species such as marine proteobacteria
and thermophilic cyanobacterium, and Chlamydia species, Rickettsia species, Trypanosoma
species, Treponema pallidum, Pneumocystis carinii, and Mycobacterium species to mention
only a few examples with medical relevance. Detection of a nucleic acid sequence unique to a
particular microorganism would demonstrate its presence in a specimen and, perhaps, confirm
an infectious disease.

6.2. Detection of Changes to Nucleic Acid Sequences
A change to the DNA sequence is a mutation, which could involve deletion, insertion, or

substitution. Changes in certain gene sequences can cause inherited diseases such as cystic
fibrosis, muscular dystrophies, phenylketonuria, apolipoprotein variants, and sickle cell ane-
mia, and they can be diagnosed by probe detection. Nucleic acid probes have successfully been
used to detect those mutations. With some inherited diseases, more than one type of mutation
can cause the disease, in which case, a probe might have to be used under low stringency (to
allow hybridization to a range of sequences) or several probes might be used to ensure hybrid-
ization to all target sequences.

6.3. Detection of Tandem Repeat Sequences
Tandem repeat sequences are usually 30–50 bp in length. Their size and distribution are dis-

tinctive for an individual. They can be detected using nucleic acid probes and PCR. They are the
basis of so-called “DNA fingerprinting,” which can be used in forensic science to confirm the
identity of a suspect from specimens (any body fluid, skin, and hair) left at the scene of a crime.
This technique can also be used for paternity tests, sibling confirmation, and tissue typing.
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Restriction Enzymes

Tools in Clinical Research

Gareth J. S. Jenkins

1. Restriction Enzymes

Restriction enzymes (or restriction endonucleases) are bacterial enzymes capable of cleav-
ing double-stranded DNA. Even though the enzymes are bacterial in origin, because of the
universal nature of DNA they can digest DNA from any species, including humans. Impor-
tantly, restriction enzymes (REs) carry out this cleavage at specific sites in DNA governed by
the sequence context (so-called recognition sequences). Hence, REs are known to be extremely
sequence-specific; subtle alterations in the recognition sequence render the sites indigestible.
This fact is the basis of their usefulness in clinical research and diagnostics. Table 1 is a list of
a few of the common REs showing their sequence specificities. Figure 1 shows the interaction
of a RE with DNA. The RE interacts with DNA via multiple hydrogen bonds (typically 10–15)
plus numerous van der Waals interactions. Only when the RE–DNA complex is tightly bound
does the catalytic domain cause DNA cleavage (2).

Restriction enzymes were first discovered in the 1950s and their subsequent isolation in the
1970s paved the way for modern recombinant DNA technologies (3). In fact, without REs,
gene cloning technologies (e.g., the construction of genetically modified organisms) would not
have become as ubiquitous as they currently are. Therefore, REs have a central place in current
DNA manipulation methodologies, but as will be seen here, they are also being used to answer
questions about the integrity of DNA in clinical specimens. The clinical use of REs relies on
their extreme sequence specificity.

Restriction enzymes can be grouped into three main groups, known as type I, type II, and
type III. This chapter focuses on the role of the type II REs, which are the most commonly used
REs in DNA manipulation. Type II REs cleave DNA within the same sequences that are recog-
nized by the enzyme, hence an internal digestion. The other two types of RE are more complex
(e.g., type I REs cleave DNA outside of this recognition sequence). There are currently well
over 1000 type II REs characterized, with over 200 commercially available. A searchable data-
base exists online (rebase.neb.com) containing the specific details of a large number of avail-
able RE’s and the companies that sell them (4).

2. Function of REs
Restriction enzymes were first identified in bacterial strains that were shown to be resistant

to certain bacteriophages (virus equivalents in bacteria). This phenomenon was termed “host-
controlled restriction” and was later shown to be caused by the presence of specific REs within
these bacteria, which destroyed the bacteriophage DNA before it could insert itself into the
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bacterial genome. Obviously, the bacteria’s own DNA would normally be susceptible to simi-
lar digestion, but for the presence of DNA-modifying enzymes, which modify the bacterial
genome and protect it. Hence, particular species of bacteria produce REs and modifying
enzymes (actually DNA methylases) that recognize the same DNA sequences. The bacterial
DNA is methylated by the methylase enzyme, protecting it from RE-mediated digestion while
incoming unmethylated bacteriophage DNA is destroyed.

3. Sequence Specificity of REs
Restriction enzymes usually recognize four to six basepair sequences, often in the form of

palindromes (read same sequence in the 5' to 3' direction on both strands). Each species of
bacteria produces a different RE recognizing a different DNA sequence. In fact, REs are named
after the bacterial species from which they were isolated (see Table 1). Where bacteria produce
more than one RE, they are known as PvuI, PvuII, and so forth. REs produced by different
bacteria but with the same recognition sequence are known as isoschizomers.

If one assumes that the human genome contains a random sequence of the A, C, G, and T
bases and that all four bases are present at the same frequency, it can be estimated that REs cut
human DNA every 256–4096 bp (4-bp cutters, 6-bp cutters, respectively). Hence, in the 3 bil-
lion bases of the human genome, there would be, on average, 10 million sites for a 4-base
cutting RE and on average 700,000 sites for a 6-base cutting RE. Given the availability of over
200 different REs, it is easy to see how frequent RE sites are in human DNA; in fact, RE sites
are estimated to cover 50% of the genome (5).

4. Role of REs in Clinical Research and Diagnostics
It is the sequence specificity of REs that is exploited in clinical research. Alteration of a

single base within a RE site removes the ability of the RE to digest that particular stretch of
DNA. Hence, DNA sequence changes can be inferred by the loss of corresponding RE sites.
Given that up to 50% of the genome is covered by 1 or another of the 200 available REs, it is
relatively straightforward to monitor the integrity of these RE sites for the presence of clini-
cally related DNA alterations (mutation, deletion). The alteration of known RE sites can be
readily examined in large numbers of clinical specimens simultaneously, allowing the study of
DNA alterations linked to a particular clinical condition. For example, if mutation of a single
base leads to loss of a particular RE site and this is linked to the occurrence of a disease as a
result of the altered protein produced by this gene, then RE analysis is able to rapidly screen
large numbers of samples for this particular sequence change. In the following subsections are
listed several molecular approaches involving REs currently used for the analysis of clinical
specimens.

Table 1
List of Six Commonly Used Restriction Enzymes

Recognition Digestion
Name Host bacteria sequence temperature

HaeIII Haemophilis GGCC 37°C
parainfluenzae

PvuII Proteus vulgaris CAGCTG 37°C
EcoRI Escherichia coli GGATCC 37°C
HhaI Haemophilus GCGC 37°C

haemolyticus
MspI Moraxella species CCGG 37°C
TaqI Thermus aquaticus TCGA 65°C

Note : Included are details of the bacteria from which they were isolated and some of their
reaction characteristics, including their recognition sequences.
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4.1. Restriction Fragment Length Polymorphism

Restriction fragment length polymorphism (RFLP) analysis is widely used to examine the
sequences of large numbers of samples simultaneously. RFLP involves the digestion of indi-
vidual DNA samples with a particular RE, followed by separation of the daughter products by
electrophoresis. This allows the study of the integrity of the recognition sites of one particular
RE at a time and, thereby, the integrity of the DNA sequence contained within the RE site.
Hence, alterations in the distribution of the RE sites for each RE in turn can be assessed in large
numbers of samples. This process has been particularly useful in studying population differ-
ences in individuals of many species, not just humans.

In the past, RFLP analysis was carried out as follows: Genomic DNA was initially digested
with each RE in turn; the DNA was then electrophoresed and probed for specific sequences by
Southern blotting. However, more recently, with the advent of polymerase chain reaction

Fig. 1. Restriction enzyme (PvuII) interaction with DNA. (Taken from the nucleic acid data-
base [http://ndbserver.rutgers.edu/] deposited by the authors of ref. 1.)
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(PCR), a simpler approach has become available. Currently, the gene of interest (or gene re-
gion) is initially PCR-amplified from the genomic DNA; this PCR product is then digested
with the RE and the RE fragments are separated and visualized by electrophoresis. Figure 2
shows the result of this process. In Fig. 2, the digested PCR products from two different indi-
viduals are shown. It should be borne in mind that every human somatic cell contains two
copies of every gene. Hence, analysis of the integrity of a particular gene sequence is actually
carried out in duplicate each time. In Fig. 2 the right-hand digested PCR product is from an
individual who is homozygous for the RE site sequence (both DNA sequences digest, hence
both RE sites intact), whereas the left-hand digested PCR product is from an individual who is
heterozygous for the sequence of this particular RE site (one copy digests, one copy does not).
RFLP patterns can be easily produced for many RE sites (up to 50% of genome) within a gene
of interest and these patterns of digestion can be compared among large numbers of clinical
samples for differences. By this method, mutations at particular RE sites that lead to loss of RE
sites and are important in clinical conditions have been identified.

Such RFLP analysis can actually detect two separate molecular events in the clinical samples,
namely, mutations and deletions. Point mutations within the particular RE site under study will
be detected by the loss of digestion at one site leading to loss of two daughter strands post
electrophoresis. As was seen above, this process is monitored in both copies of each gene si-
multaneously (heterozygous vs homozygous changes). Conversely, the development of a new
RE site within a particular PCR product by mutation can lead to an extra pair of daughter
fragments on the gel. These new RE sites are identified by the presence of smaller than expected
digestion fragments. Furthermore, deletions of DNA tracts will be detected by the loss of spe-
cific RE sites. These deletions can also sometimes be seen by the size of the amplified PCR
product changing. RE analysis can also be used to study specific deletions in heterozygous
individuals. This is particularly useful in cancer research, where tumor suppressor genes are
often deleted during tumor evolution. Where heterozygosity (one cut band, one uncut band) is
present in the normal tissue but is lost in the tumor (either cut band or uncut band alone), this
indicates that one copy of the particular sequence has been deleted. Therefore, choosing RE
sites in tumor suppressor genes for which the individual is heterozygous is the key for this type
of analysis.

In both cases (mutation and deletion), RFLP analysis is used as an initial screen for alter-
ations in large numbers of samples. The alterations are always confirmed by DNA sequencing.

The use of DNA sequencing provides important information on the type of mutation (G to
A, A to G, etc.) present in the DNA and the position of such mutations (base and codon prefer-
ence). In the case of deletion events, sequencing can identify the size of the deleted region and

Fig. 2. RFLP analysis. PCR-amplified DNA is digested with a RE. Left lane shows undi-
gested PCR product. Right lane shows DNA size ladder. Patient 1 shows a heterozygous indi-
vidual (one sequence digests, one sequence does not digest). Patient 2 shows individual
homozygous for the RE site sequence (both sequences digest).
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the points at which the deletion occurred. In terms of mutations, much can be gained from
studying the actual mutation types in clinical tissues as a result of the fact that chemical mu-
tagens that lead to the mutation being induced produce a characteristic pattern of mutations
(types and position). Therefore, causative mutagens can be retrospectively identified from the
pattern of mutations seen in clinical tissues. This can provide important information on mutagen
exposures, potentially leading to a reduction in such exposures in the future.

The advantage of RFLP analysis lies in its simplicity, high-throughput nature, and low cost.
Sequencing the gene of interest from a large number of individuals would be the ideal way of
looking for sequence changes that might be clinically important. However, this would be an
extremely time consuming and expensive process. Hence, we use alternative screening meth-
ods like RFLP to reduce the amount of sequencing necessary.

There are two research areas in which RFLP analysis can be particularly useful in clinical
research. These are the study of DNA polymorphisms and the study of tumor mutations.

4.1.1. DNA polymorphisms

Polymorphisms are natural sequence variations that can lead to interindividual phenotypic
differences. These polymorphisms (p/ms) occur on average once in every 1000 bp. Most p/ms
do not produce profound phenotypic differences, as selection has acted during evolution to rid
our gene pool of these disadvantageous changes. However, many p/ms do modulate an
individual’s risk of developing certain diseases, hence the current focus on mapping large num-
bers of p/ms in large numbers of individuals in order to study their effect on disease etiology.
For example, cytochrome P450 enzymes (P450s) metabolize exogenous chemicals that enter
the body in an effort to detoxify them, occasionally, this metabolism increases the toxicity or
carcinogenicity of the parent compound. Hence, overactivity or underactivity of particular
P450s can be linked to cancer risk if the metabolic product or the parent compound is carcino-
genic, respectively. Therefore, p/ms that affect P450 activity can modulate cancer risks in indi-
viduals (see Table 2). RFLP analysis is a very suitable methodology for scanning a large
number of p/ms in cancer-modulating genes in large numbers of individuals. Examples of gene
p/ms important in increasing cancer risks are shown in Table 2.

4.1.2. Tumour Mutations

Tumors result from genetic damage accumulated in normal tissue during an individual’s
life-span. This genetic damage often occurs in genes involved in the control of cell division,
such that mutant clones are produced that divide uncontrollably. The cell division genes tar-
geted are known as oncogenes (promote division) and tumor suppressor genes (suppress divi-
sion). The genetic damage inflicted in these genes includes point mutations and deletions and
often occurs early in tumor development such that mature tumor tissue contains cells in which
the genetic damage (e.g., mutation) is ubiquitous. This means that the mutations are readily

Table 2
Some of the Polymorphisms Present in Cancer-Related Genes
that Have Been Studied by RE Analysis

Cancer
Gene type Region  RE Ref.

DCC gene Colon Codon 201  SalI 6
p53 gene All Intron 7  ApaI 7
CYP1A1 All 3'UTR  MspI 8
H-ras Bladder Intron 4  BstEII 9
CYP17 Breast 5' Promoter  MspI 10

Note : UTR = untranslated region.
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detectable in tumor tissue by methods such as RFLP and DNA sequencing. Indeed, REs have
been widely used to study the activation of oncogenes such as the K-ras oncogene, which is
activated through mutation at codon 12 (11,12). Furthermore, the p53 gene, commonly mutated
in tumor development, has been shown to acquire mutations most frequently at codon 248
(www.iarc.fr/p53), which contains a MspI site (CCGG), hence allowing RE-based analysis to
provide information on tumor-specific p53 mutations. Rarer mutations (present in <10% of the
cells) such as those present in precancerous tissue would not be detectable by RFLP or se-
quencing. This is a consequence of the limited sensitivity of the detection step in RFLP analysis
(i.e., the identification of a band on a gel). For these rare mutations, more sensitive mutation
detection methods are needed.

4.2. Restriction Site Mutation

Restriction site mutation (RSM) employs REs to detect mutations, particularly those
involved in tumor formation. RSM has been developed to detect mutations when they occur
very infrequently, when RFLP is not suitable (for a review, see 13). RSM is capable of detect-
ing point mutations when they are present in a 10,000-fold excess of nonmutated DNA (14,15).
Therefore, RSM is highly suited to detecting cancer-causing mutations early in tumor evolu-
tion (i.e. in pre-malignant tissue). RSM is able to detect such rare mutations because of a rever-
sal of the digestion and PCR steps compared to RFLP (see Fig. 3). With RSM, the DNA is
digested first in order to destroy nonmutated sequences, mutations arising in target RE sites
render those particular RE sites resistant to digestion. Subsequent PCR amplification of digested
DNA ensures that only undigested (i.e., mutated) sequences are amplified. This arrangement is
the basis of the sensitivity of RSM.

We developed RSM in our laboratory over 10 years ago (16) and have since been continually
validating and optimizing the methodology (13,15). We have used RSM to detect the action of
mutagenic chemicals through the analysis of induced mutations in tissues and cells exposed to
putative mutagens. In addition, we have recently studied a range of early premalignant tissues
for the presence of initiating mutations (e.g., of the p53 tumor suppressor gene). Table 3 is a
summary of some of the recent research carried out by ourselves and others, using RSM to
detect DNA mutations in chemically exposed cells or in premalignant tissue. Figure 4  illus-
trates the potential of RSM to detect p53 mutations in premalignant clinical samples. This RSM
approach has also been used by other groups looking at the presence of early cancer-causing
mutations in clinical tissue (20). Our aims in these clinical studies have been threefold. First,
how early are p53 mutations in these tumor types? Second, by comparison to in vitro studies on
putative mutagens, can we identify causative mutagens based on the mutation patterns? For
example, as shown in Table 3, we have recently identified a similarity between the premalig-
nant mutations present in esophageal and gastric tissue and those mutations induced experimen-
tally by reactive oxygen species (ROS), suggesting a role for ROS in gastrointestinal (GI) tract
carcinogenesis (14,17,19). Finally, as p53 is a key tumor suppressor in humans whose loss coin-
cides with tumor development, can early p53 mutations predict cancer progression in individual
cases? We have found early p53 mutations in a subset of premalignant clinical tissue samples by
use of RSM (esophageal, gastric, colon, and bladder). We are now following up these patients
closely in order to determine if the presence of an early p53 mutation predicts which patients
progress to cancer fastest. If this proves to be the case, then RSM analysis of early mutations in
genes such as p53 may be useful in assessing cancer risk on an individual basis.

4.3. DNA Methylation Analysis
DNA methylation is a frequent modification in the DNA of genomes (21). It is widely ac-

cepted that methylation (which occurs at 5' CG 3' sequences in mammals) is responsible for the
silencing of unwanted genes in specific cell types. The loss of this methylation pattern will,
therefore, switch on genes that should be silent, whereas de novo methylation will switch off
genes that should be switched on. The involvement of DNA methylation abnormalities in can-
cer development is now well established, often seen as the silencing of tumor suppressor genes
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Fig. 3. The principle of RSM. DNA is initially digested with the RE whose site is under
mutation analysis (HaeIII in this case). This digestion cleaves the unmutated DNA copies (as
seen on the left), but leaves the mutated copies intact (as seen on the right). Subsequent PCR
amplifies the mutated DNA, producing a band after electrophoresis, digested DNA will not
PCR, hence no band on the gel. A second digestion step is often included to remove any ampli-
fied un-mutated DNA after PCR.

Table 3
A Summary of Published RSM Data Showing the Detection of Mutations in Both
Clinical Samples and In Vitro Mutagen Experiments

Mutation types
Subject analyzed   Gene  Codon identified Ref.

Fibroblasts treated with p53  248 GC to AT  17
 oxidizing agent 4-NQO
Fibroblasts treated with reactive p53  248 GC to TA,  18

oxygen species generator GC to AT
Fibroblasts treated with reactive p53  248 GC to AT 14

oxygen species generator
Premalignant esophageal tissue p53  248 GC to AT  15
Premalignant gastric tissue p53  248 GC to AT 19

Note : These data show the similarity between the mutation induced in vitro by oxidative agents
and the mutations identified in upper gastrointestinal (GI) tract tissues, suggesting a role of oxygen
free radicals in upper GI tract cancer.
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by de novo methylation (22). Therefore, methods to study DNA methylation are being devel-
oped (23). REs are particularly useful in studying DNA methylation (24). This is the result of
the fortuitous existence of pairs of REs (isoschizomers) that are differentially sensitive to DNA
methylation. For example, HpaII and MspI both recognize the CCGG sequence, but HpaII will
not digest this sequence if the internal C is methylated. MspI will digest both methylated and
unmethylated sequences. This feature of pairs of REs can be exploited to monitor the methyla-
tion status of tumor suppressor genes in clinical samples. Because CG sites are methylated in
mammals, RE sites containing CG sequences such as HpaII are particularly useful. Figure 5 is
the outline of how RE analysis can measure DNA methylation.

5. Concluding Remarks

In conclusion, REs are remarkable enzymes that have been exploited in molecular biology
for over 30 yr. In that time, REs have played a paramount role in genetic manipulation (cloning,
etc.) as well as in clinical research. The basis of the usefulness of REs is their sequence speci-
ficity. The fact that each RE stringently digests only its own recognition sequence and fails to
recognize this sequence even if only 1-bp changes has led to their widespread use with clinical
samples. In fact, the sequence specificity of REs is such that they can also recognize chemical
modifications of normal DNA bases (so-called DNA adducts). Hence, REs can be employed to
detect modified DNA after exposure to DNA-damaging chemicals resulting from the failure of
REs to digest these modified sequences (25,26).

As has been seen here, the use of REs in clinical research is widespread. REs are regularly
used to analyze the DNA of clinical samples for the presence of mutations, deletions, and me-
thylation abnormalities. RFLP analysis of human pathogens (bacteria, viruses, and other mi-
cro-organisms) has also been important in the study of human disease, through the
identification, at the DNA level, of virulent strains and strains resistant to drug therapy.

Importantly, hundreds of REs are now available with different sequence combinations, thus
allowing their application to many different DNA sequences. Furthermore, in an effort to in-
crease the application of REs in mutational analysis, PCR-based methods have been developed
that artificially create RE sites at specific sequences. These methods employ mismatched prim-
ers during the PCR step, hence producing PCR products containing unique RE sites for muta-
tion analysis (11,12). It is hoped that future research involving REs will benefit from new RE’s
being discovered, with new recognition sequences. Importantly, advances in protein engineer-
ing can also, in the near future, allow the design of new REs with tailor made recognition
sequences not currently available.

Fig. 4. RSM analysis of premalignant esophageal tissue from 12 individuals for p53 muta-
tions at codon 248 (MspI restriction site). On the right of the gel is a DNA size ladder and next
to this is a positive control for the PCR amplification, showing the expected band size. Lanes 1
and 2 show an undigested PCR product of the correct size as a result the presence of a p53
mutation at codon 248 in the MspI restriction site. These two samples are actually from the
same individual.
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Southern Blotting as a Diagnostic Method

Bronwen Harvey and Pirkko Soundy

1. Introduction
Nucleic acid hybridization is a process in which complementary single strands of nucleic

acids combine to achieve a stable double-stranded nucleic acid molecule. This action has been
utilized to establish a molecular or genetic relatedness between organisms and to characterize
their genomes. Furthermore, this technique is one of several diagnostic tools useful for detect-
ing a wide variety of conditions. Since the determination of the basic principles of duplex
formation and stability in the 1950s, many variations of the hybridization techniques have been
developed. Southern first transferred DNA fragments from agarose, after electrophoretic sepa-
ration, onto nitrocellulose (1). The technique is known as Southern blotting. Alwine et al. (2)
described shortly afterward a similar Northern blotting technique in which separated RNA
strands are transferred from an agarose gel to a suitable solid support. A logical extension of
these blotting techniques has been the dot or slot blot in which the sample is applied directly to
the solid support without prior size separation (3). Over the years, these techniques have been
further developed and modified extensively by many researchers across the world. The applica-
tion of these methods is as varied as the procedures used (e.g., to determine the changes in the
nutritional state of an environment, to establish taxa genetically, to distinguish pathogenic from
nonpathogenic viruses, to analyze gene structure).

This chapter restricts itself to the application of Southern blotting to provide information
relating to genetic diseases. The DNA sample, which can include blood, tissue biopsies, buccal
scraps, amniotic fluid, cultured cells, and so forth, is generally digested using a restriction
endonuclease and then subjected to electrophoresis in a horizontal agarose gel. After sufficient
time has elapse to achieve adequate separation of the required fragments, the gel is soaked in an
alkali solution to achieve denaturation of the double-stranded nucleic acid, then neutralized and
prepared for transfer. Transfer to a nitrocellulose, polyvinylidene (PVDF), or Nylon membrane
is achieved by a process of blotting in which buffer is drawn through the gel and the membrane.
The fragments carried with the buffer are retained on the surface of the membrane. The reten-
tion is made more permanent through a fixation process. The blot can then be used in a hybrid-
ization with labeled probes to identify the fragments of interest.

There are many variations on this basic theme (4,5). Those procedures requiring the identi-
fication of fragments in excess of 10,000 bases advocate the use of a depurination step to im-
prove the efficiency of large-fragment transfer. Methodologies using positively charged Nylon
membranes often omit the neutralization step and advocate the use of alkaline transfer buffer,
which can also serve as a fixative. There are many ways to achieve the transfer of DNA from
the gel to the solid support. Southern’s original method (1) describes the use of a capillary
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transfer procedure, and this remains the most widely used technique by far because of its low
cost and convenience, transfer is often an overnight step (see Fig. 1). If speed is a requirement,
the transfer process can be shortened by using specialized vacuum blotting apparatus or
electroblotting devices. Such techniques allow transfer in 30–60 min compared to several hours
for capillary transfer.

The membrane of choice is determined by the sensitivity required and the detection method
to be used. The quantity of sample has a significant effect on both of these. The use of nitrocel-
lulose usually results in low backgrounds and is recommended when the level of target is high.
Nitrocellulose membrane is available in supported and unsupported forms, depending on the
manufacturing method employed; however, the handling characteristics of the latter can be poor.
Unsupported membranes are produced when the active substrate is cast as a pure sheet. Because
of their fragile nature, unsupported membranes should be handled with care. Supported mem-
branes are those for which the active substrate is cast onto an inert “web” or support.

Nitrocellulose membrane can bind 80–125 µg nucleic acid/cm2, which is significantly less
than the binding capacity of 400–600 µg/cm2 for a Nylon membrane. Its ability to bind small
molecules (<400 nts) is also poor, and transfer buffers must contain high salt concentrations to
ensure efficient nucleic acid binding. Nylon membranes are available in uncharged and posi-
tively charged supported forms. Charged Nylon has a higher binding capacity and is particu-
larly useful when working with low-molecular-weight nucleic acid. Binding to a Nylon
membrane is independent of the ionic strength of the transfer buffer. However, backgrounds
can be elevated. Where repeated use of a membrane in hybridization assays is needed, the use
of Nylon membranes is strongly advised. Nylon is also recommended for use with medium- or
low-abundance targets and is, in general, the membrane of choice when working with nucleic
acids. PVDF membranes behave similarly to uncharged Nylon, but because of its hydrophobic
nature, use in nucleic acid blotting is limited.

Fig. 1. Diagrammatic representation of capillary transfer apparatus; suitable for the transfer
of DNA or RNA fragments separated by gel electrophoresis to a suitable Nylon or nitrocellu-
lose membrane for example. Hybond is available from GE Healthcare Bio-Sciences.
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Fixation bonds the target nucleic acid to the membrane. Suboptimal fixation will lower sen-
sitivity by reducing target concentration and is particularly harmful if the blot is to be used
more than once. The principal fixation methods of heat and ultraviolet (UV) light can be used
with all types of membrane. Heat fixation is very reproducible but requires a vacuum oven for
nitrocellulose. UV crosslinking, performed using an UV crosslinker (constant energy setting),
is faster than heat. Alkali provides a third alternative method when charged Nylon membranes
are used

Original methods describe the use of a DNA probe radioactively labelled by random prim-
ing or nick translation with [32P]dCTP to detect specific nucleic acid fragments immobilized on
nitrocellulose membrane. Since then, many different methods for labeling nucleic acid probes
ranging from short oligonucleotides to longer DNA or RNA fragments have been developed
(6,7). Nonradioactive labeling kits and reagents are also available, finding favor in a number of
niche areas (8). The role of the hybridization buffer is to provide conditions that promote hy-
bridization between the labeled probe molecules and its complementary sequence immobilized
on the membrane, and to simultaneously limit hybridization between sequences that are not
perfectly matched (6). Table 1 lists factors affecting the hybridization rate and stringency (4–
6). Many different formulations of hybridization buffers have been developed, containing inor-
ganic salts and blocking agents such as Denhardt’s solution (mixture of bovine serum albumin
[BSA], Ficoll 400, and polyvinyl pyrrolidone), denatured DNA from salmon sperm (or other
species), and heparin (4–6). A short prehybridization step in hybridization buffer is usually
carried out to reduce nonspecific background hybridization before adding the labeled probe.
This is especially important in genomic Southern blots that contain all genomic sequences on
the membrane. Hybridization with the probe is usually carried out for several hours to allow
hybridization between low-abundance sequences. Although various rapid-hybridization buff-
ers containing volume excluders are available to speed up this step. After hybridization, the
blot is washed to remove unhybridized probe. The stringency of washing is usually controlled
by stepwise reductions in the ionic strength of wash buffer and/or by temperature (4–6). The
replacement of the old plastic bag technology with specialized temperature-controlled rotis-
serie devices for performing hybridization and washes has resulted in more consistent results
and safer handing of radioactivity. After washing, the blot is subjected to autoradiography with
X-ray film to visualize the bound probe (9).

Table 1
Factors Affecting Hybridization Rate and Stringency

Factor How hybridization is affected

Temperature High temperature increases hybridization
stringency; temperatures below Tm are
recommended (for RNA long probe, 10–15°C
below Tm; for DNA long probe, approx 25°C
below Tm )

Ionic strength Optimal hybridization in the presence
of 1.5 M Na+; lowering ionic strength
increases stringency.

Destabilizing agents (or Tm modifiers) For example, formamide and urea; used
to lower the effective hybridization
temperature

Mismatched basepairs Mismatches lower hybridization rate
Duplex length Hybridization rate increases with  increased probe

length
Viscosity  Increases rate of filter hybridization
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2. Southern Blotting in the Diagnosis of Human Disease
Southern blotting has been applied to the diagnosis of many human diseases at the molecular

level. These genetic diseases are caused by point mutations, gene rearrangements, or the ampli-
fication of genes or specific sequences within the genome. These methods have in common that
restriction-digested genomic DNA is size-separated in agarose gel electrophoresis, transferred
onto the membrane, and hybridized with gene-specific probes.

Restriction fragment length polymorphism (RFLP) analysis was one of the early methods
to diagnose point mutations implicated in genetic diseases (see Chapter 3). This method was
based on the observation that if a point mutation changes a restriction fragment recognition
sequence, it is possible to detect this change by Southern blotting analysis in which the af-
fected restriction enzyme is used to cut genomic DNA prior to analysis. The change in the size
of detected fragments with a gene-specific probe signals the presence of mutation in the ana-
lyzed gene. For example, this method has been applied to the diagnosis of hemophilia A,
which is the most common inherited bleeding disorder, affecting approx 1 in 5000 males world-
wide. Hemophilia A is an X-linked, recessively inherited bleeding disorder that results from a
deficiency of procoagulant factor VIII (FVIII). Affected males suffer from joint and muscle
bleeds and easy bruising, the severity of which is closely correlated with the level of activity
of coagulation factor VIII (FVIII:C) in their blood. Gitschier et al. demonstrated using South-
ern blotting that it was possible to diagnose the disease in 42% of affected families (10).
Having identified the BclI polymorphism, X-linked inheritance was demonstrated in three
generations of a Utah family. DNA from a family member was restricted with BclI, electro-
phoresed on a 0.8% agarose gel, and blotted on to Nylon membrane and probe with a comple-
mentary sequence within the factor VIII gene labeled with radioactivity. Twelve bands were
observed by autoradiography. Eleven hybridizing bands remained constant, and one varied in
position at either approx 0.9 or 1.1 kb in size.

The presence of gene point mutations has also been diagnosed with Southern blotting using
allele-specific probes. These are usually short oligonucleotides in which the mismatched
sequence is situated in the middle. By carefully controlling the hybridization and wash condi-
tions (temperature and ionic strength of wash buffers), it is possible to distinguish between the
binding of oligonucleotides differing by only one nucleotide. This method has been applied, for
example, to distinguish between the normal human β-globin gene and the sickle cell β-globin
gene (11,12). Sickle cell anemia is caused by a single base change, resulting in the replacement
of glutamic acid residue at position 6 of the protein (hemoglobin) by a valine residue.

Gene rearrangements can be diagnosed with Southern blotting if a probe hybridizing to the
affected areas is used. Rearrangement is detected by observing change in the size and pattern of
hybridized genomic restriction fragments. This type of analysis has been applied to the diagno-
sis of acute promyelocytic leukemia (APL), a subtype of the cancer acute myeloid leukemia.
The disease is characterized by abnormal, heavily granulated promyelocytes, a form of white
blood cells. APL results in the accumulation of these atypical promyelocytes in the bone mar-
row and peripheral blood, and they replace normal blood cells. At the molecular level, the
disease involves translocation between the retinoic acid receptor-α (RAR-α) on chromosome
17 and the promyelocytic leukemia locus (PML) on chromosome 15. This results in the tran-
scription of novel fusion messenger RNAs. By separating restriction-digested genomic DNA in
pulse field gel electrophoresis followed by hybridization with probes derived from PML and
RAR-α genes, it was possible to detect translocation events that correlated with disease pro-
gression (13).

Gene amplifications are implicated in many diseases. Charcot–Marie–Tooth (CMT) syn-
drome is a common autosomal-dominant neuromuscular disorder. The disease is characterized
by a slowly progressive degeneration of the muscles in the foot, lower leg, hand, and forearm
and a mild loss of sensation in the limbs, fingers, and toes. The first sign of CMT is generally a
high arched foot or gait disturbances. Other symptoms of the disorder may include foot bone
abnormalities such as high arches and hammer toes, problems with hand function and balance,
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occasional lower leg and forearm muscle cramping, loss of some normal reflexes, occasional
partial sight and/or hearing loss, and, in some patients, scoliosis (curvature of the spine).
Genetically, the disorder is usually characterized by duplication of a region on chromosome 17
through unequal crossover. As a result, affected patients carry three copies of this region. One
diagnostic approach to CMT, type 1A exploits Southern blot hybridization and the relative
intensity for three polymorphic MspI RFLP bands within the duplicated area to judge whether
patients have two or three copies of this region using a region-specific probe. In order to nor-
malize the observed intensity of the signal resulting from the CMT gene probe, another probe
derived from unconnected sequences is used (14).

The most significant changes in the use of Southern blotting in diagnosis have been seen
since the introduction of primer-specific polymerase chain reaction (PCR) and automated non-
radioactive sequencing techniques. Mutation and gene deletions once detected via Southern
blot analysis are now routinely analyzed with these rapid and inexpensive methods, which are
often fully automated. Cystic fibrosis, Duchenne muscular dystrophy, sickle cell anemia and
thalassaemia, to name a few, are now diagnosed by polymerase chain reaction (PCR). PCR
methods can be completed in as little as 4 h, whereas Southern blotting can take up to 5 d to
achieve the same result. More important, the amount of DNA required for analysis is signifi-
cantly less with PCR amplification methods. The Southern blotting diagnosis method generally
requires 5–10 µg of genomic DNA. The introduction of a PCR-based method is generally only
achieved once the gene defect has been characterized at the molecular level. Hence, research
into disorders where the defect is unknown or further information is required still utilizes South-
ern blot analysis as an important research tool. In the routine laboratory, the use of Southern
blotting is restricted to those diseases that require additional information the Southern blot can
provide. One such disease is Fragile X; however prescreening using PCR analysis is common.

2.1. Fragile X Syndrome
Fragile X syndrome is a common genetic disease. This inherited form of mental retardation

affects 1 in 4000 males and 1 in 8000 females (15). Males with fragile X often exhibit character-
istic physical features and accompanying autistic and attention-deficit behaviors. Individual IQs
are in the range 35–70 (16–18). Approximately 30% of females with full mutations are mentally
retarded, and their level of retardation is, on average, less severe than that seen in males.

In 1943, Martin and Bell (19) were able to link the cognitive disorder to an unidentified
mode of X-linked inheritance. In 1967, Lubs (20) discovered excessive genetic material
extending beyond the low arm of the X chromosome in affected males. Diagnosis was origi-
nally based on cytogenetic analysis of metaphase spreads, but less than 60% of the affected
cells in affected individuals showed a positive result. With this variability in the test, the carrier
status of individuals could not be determined. Interpretation of the result is further complicated
by the presence of other fragile sites in the same region of the X chromosome.

The fragile X gene (FMR1) is located in chromosomal band Xq27.3 and encodes an RNA-
binding protein, which was initially characterized in 1991 (21–23) and contains a tandemly
repeated trinucleotide sequence (CGG) end at its 5' end. The disease is caused by the absence of
a functional FMR1 gene product (24). A small number of individuals classified as fragile X
cytogentically have expansion at the nearby FRAXE locus, which also contains an unstable
CGG repeat (25–28). The normal distribution of the repeat in the unaffected population varies
from 6 to 50. Affected individuals are classified into one of two major groups; premutations of
approx 50–200 repeats and full mutations with more than 200 repeats. Some alleles with approx
45–55 copies of the repeat are unstable and expand from generation to generation; others are
stably inherited (29–31).The larger the size of the female premutation, the greater the risk of
expansion during meiosis (32). Individual male or females carrying a premutation are unaf-
fected (20,29,30). Males pass on the mutation relatively unchanged to all their daughters, all of
whom are unaffected.

In some cases of premutation, an accurate estimate of the size of the expansion is required,
most especially in family studies. This increase in resolution is achieved by Southern blot assay,
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using PstI digestion of genomic DNA and detection with a probe close to the repeat array.
Characteristic of the full mutation is methylation of the promotor region of the gene (CpG island)
(33); this correlates directly to gene inactivation. This is an important event in the disease patho-
genesis, its effect on clinical severity is, however, unpredictable, especially in females.

Today, two main approaches are used in diagnosis of fragile X syndrome: PCR (36–39) and
Southern blot analysis (40). The use of flanking primers allows the amplification of the region
of DNA containing the repeats. The size of the PCR product is therefore indicative of the
number of repeats present. However, the efficiency of the PCR reactions inversely relates to the
number of repeats; hence, large mutations are more difficult to amplify and can fail to yield a
PCR product. False negatives by PCR can also be an issue caused by the presence of normal
and full mutations in some male patients (41). No information as to the extent of methylation
can be determine by a PCR-based assay. Southern blotting allows both the size of the repeat
segment and methylation status to be assayed simultaneously. Methylation-sensitive restriction
enzymes such as EagI or NruI can be used to distinguish between methylated and unmethylated
alleles. When combined with EcoRI, these enzymes give fragment sizes of 2.6 kb from normal
unmethylated FMR-I genes. Methylated normal genes are not cut by these enzymes and yield
5.1-kb EcoRI fragments. Methylated and unmethylated expansions are indicated by the pres-
ence of bands or smears above the 5.1-kb and 2.6-kb fragments, respectively.

It is common practice in diagnosis laboratories to use PCR for prescreening and only to
proceed to Southern blotting for those samples that fail to amplify (males) or show a single
normal allele (females). If the etiology of mental impairment is unknown, DNA analysis for
fragile X syndrome should be performed as part of a comprehensive genetic evaluation, which
includes routine cytogenetic analysis. Cytogenetic studies are critical because constitutional
chromosome abnormalities have been identified as frequent or more frequently than fragile X
mutations in mentally retarded individuals referred for fragile X testing. For individuals who
are at risk because of an established family history of fragile X syndrome, DNA testing alone is
sufficient. If the diagnosis of the affected relative was based on previous cytogenetic testing for
fragile X syndrome, then it is advised that at least one affected relative should be included in
the DNA testing profile. Prenatal testing (42) of a fetus is indicated following a positive carrier
test in the mother. When the mother is a known carrier, DNA testing can be offered to deter-
mine whether the foetus inherited the normal or mutant FMR1 gene. Results must be inter-
preted with caution because the methylation status of the FMR1 gene is often not yet established
in chorionic villi at the time of sampling. Follow-up amniocentesis might be necessary to resolve
an ambiguous result. In a very small number of patients, deletions or point mutations (43–48)
rather than trinucleotide expansion are responsible for the syndrome. In these cases, linkage
(31,49,50) or rare mutation studies are more useful.
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Western Blotting as a Diagnostic Method

Pirkko Soundy and Bronwen Harvey

1. Introduction
Protein blotting, the transfer of proteins from a separating gel onto a thin uniform support

matrix, first appeared in 1979. Continuing the geographic theme following Southern’s publica-
tion of his method for the identification of specific DNA fragments (1) in 1975 and the intro-
duction of Northern blotting (2) not long after, the technique became known as Western blotting.
Today, the original article by Towbin et al. (3) is cited many thousands of times a year. The
technique itself has been modified and extended over the years (4). Once on a solid support,
procedures that would otherwise proved difficult or impossible in the gel can be undertaken. A
blot allows for rapid staining and destaining protocols of the separated proteins. Low concen-
trations of sample are more easily detected because they are not spread throughout the thick-
ness of the gel but are “concentrated” on the surface; also, membranes are easier to handle and
manipulate.

2. Protein Blotting Techniques
In a classic Western blotting (3), protein samples are separated in an electrophoretic gel

(5,6) and then electroblotted onto a support matrix. Once retained, proteins can be probed with
almost anything that can selectively bind peptide motifs in order to identify the presence or
absence of particular entities. Commonly, detection is achieved via an enzyme suitable for use
with a variety of colorimetric, fluorescent, or chemiluminescent substrates. Not unexpectedly,
there is substantial commercial interest in the technique.

2.1. Transfer Techniques

Electroblotting is by far the most widely used Western blotting technique. Capillary blotting
and diffusion blotting provide alternative techniques; however, these are relatively slow proce-
dures. The basic equipment for the separation and transfer of proteins using polyacrylamide gel
electrophoresis is commercially available from several companies. There are two basic types of
transfer systems: (1) semidry and (2) tank buffer apparatus. By far the most widely used are the
latter tank buffer systems (for reviews, see refs. 7–9). The transfer of protein from the gel is
achieved by applying an electric potential across the gel and the membrane, which are in con-
tact. The membrane, nitrocellulose, polyvinylidene difluoride (PVDF), or Nylon, provides a
more stable matrix than the gel, making subsequent manipulations much easier. In tank sys-
tems, an arrangement of sponge pad, filter paper, gel, membrane, filter paper, and sponge pad
soaked in transfer buffer are held together, in that order, by a ridge plastic cassette. This cas-
sette is place into a vertical tank filled with transfer buffer between platinum electrodes (see
Fig. 1). The arrangement of these electrodes ensures a uniform voltage gradient over the whole
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gel. The cassette must be placed in such a way to ensure that the membrane is between the gel
and the anode. With semidry blotting apparatus, a similar arrangement of buffer-soaked filter
paper, gel, membrane, and filter paper is placed between two large graphite electrodes. However,
in this case, no additional liquid is present; hence the term semidry. Again, the membrane layer
should be between the gel and the anode. In both cases, transfer times are short, varying from 30
min to a few hours. Modifications to the composition of the transfer buffer (3,10,11) and the
use of cooling and circulation devices in the case of tank systems improve the effectiveness and
reproducibility of the process. The transfer conditions required depend on the nature of the
experiment and are dependent on factors such as the type of gel matrix, the nature of the proteins
to be transferred, the type of membrane used, and so forth. A review of these criteria influencing
this key step is provided in Table 1.

A critical factor in achieving successful protein blotting is the quality of the sample. Pro-
teolysis leads to the appearance of smears, producing erroneous molecular-weight determina-
tion and/or false negatives. Proteolysis is the fragmentation of intact protein and can commonly
be caused by proteolytic enzymes (proteasease) and/or physical forces such as shearing to which
the protein is exposed during the extraction process. Key factors to consider in sample prepara-
tion include temperature, avoidance of freeze/thaw cycles (which subject the protein to exces-
sive physical forces), the use of nonionic detergents (which can disrupt the protein
conformation), use of protease inhibitors (which prevent proteolysis), and the use of subcellu-
lar fractionation of the sample. The latter assists in a more effective separation of the protein
mixture by reducing its complexity.

Traditionally, proteins were transferred onto nitrocellulose sheets. In 1986, Millipore Cor-
poration introduced PVDF (12), which is now widely used. This membrane offers the advan-
tages of a higher mechanical strength than unsupported nitrocellulose, a high protein-binding

Fig. 1. Diagrammatic representation of electroblotting.
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capacity (125–160 µg/cm2), and chemical stability. Nylon membranes have found favor with
some users; there are examples indicating that groups of proteins only bind to Nylon (13) or
more strongly to Nylon than nitrocellulose (14). The high background associated with this type
of membrane in this application is probably responsible for its intermittent use. Nitrocellulose
with its good binding capacity and low background is probably the most popular membrane
and is available as a pure ester in both supported and unsupported forms. Unsupported mem-
branes are produced when the active substrate is cast as a pure sheet. Because of their fragile
nature, unsupported membranes should be handled with care. In supported membranes, the
active substrate is cast on either side of an inert “web” or support, usually a polyester. Mem-
branes with this type of internal support have a greater tensile strength, improving the handling
characteristics of the membrane. Mixed membranes containing cellulose acetate and other cel-
lulose derivatives as well as nitrocellulose are also available, but these types of membrane have
a lower binding capacity than pure nitrocellulose. Most methods utilize a 0.45-µm pore size
membrane. However not all proteins/peptides with a molecular weight less than 20 kDa are

Table 1
Factors Influencing Protein Transfer
Parameter Comments

Gel composition The larger the pore size (low concentrations of monomer),
the faster the transfer (10). The larger the protein
the slower the transfer. Gradient gels are more effective
at resolving protein mixtures, containing a wide range
of molecular weights.

Membrane selection The properties of the membrane must be considered
when determining transfer conditions.

Ionic strength Dilute buffers allow the use of high transfer voltages,
minimizing heating. Reuse of transfer buffers is not advised.

Buffer type Different buffers lead to different transfer efficiency.
Tris buffers are more efficient that phosphate
or acetate buffers. Proteins near their isoelectric point
will transfer poorly.

pH Effects buffer conductivity; alternation can lead to initial
 current drain and decreased resistance.

Methanol Methanol is essential to improve binding
of proteins to nitrocellulose. Its presence
can reduce protein mobility because of fixation
of the protein within the gel.

SDS  Sodium dodecyl sulfate (SDS) improves transfer
by increasing protein mobility; however, resulting
denaturation can reduce recognition via antibodies.
SDS can lead to reduced binding to the nitrocellulose
membrane. Its use depends on the nature of the proteins
requiring detection.

Physical parameters Poor contact between gel and membrane reduces
the efficacy of transfer. Uniform conductivity and temperature
within the transfer tank improve transfer.

Temperature Temperature can alter buffer resistance
and, subsequently, the power delivered, as well as the state
of denaturation of the protein being transferred.

Transfer time Heating should be minimized during long transfer times.
Power Use of high currents achieves rapid elution

 of the proteins out of the gel.
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retained by nitrocellulose of this pore size (15,16). Membranes with 0.2 or even 0.1 µm are
available for this application. PVDF is a Teflon-type polymer composed of repeating (–CH2–
CF2–)n; it offers high mechanical strength and a high protein-binding capacity. Most PVDF
membranes on the market are hydrophobic and unsupported. The membrane needs to be prewet
in methanol prior to use. Proteins interact noncovalently through dipolar and hydrophobic in-
teractions. The high binding capacity is the result of its open, porous polymeric structure and
large surface area. The membrane is stable in many solvents, making it a more suitable mem-
brane than nitrocellulose in some applications. For example, this characteristic has led to the
use of PVDF in the harsh conditions employed in protein and peptide sequencing (17–19).
Separated proteins are blotted onto PVDF, their positions are identified using a total protein
stain such as Coomassie blue or Ponceau red, and the portion of the blot carrying the protein of
interest is excised and further analyzed to determine its sequence. The protein is subjected to
N-terminal sequencing in an appropriate instrument or, alternatively, subjected to internal
sequencing. In this latter case, the protein immobilized on the membrane is first digested with
specific proteases (such as trypsin, thermolysin, endoproteinase Lys-C, endoproteinase Glu-C,
endoproteinase Asp-N clostripain). Hydrophilic peptides are released from the membrane into
the digestion mixture and is then be separated by reverse-phase high-performance liquid chro-
matography (HPLC). Each peptide can then be individually sequenced. In both of these
examples, sequencing is achieved using Edman chemistry, which removes amino acid residues
from the N-terminus of the protein or peptide, one at a time in sequence. Each cycle consists of
the following steps:

1. Coupling with phenyl isothiocynate (PITC) under mild alkaline conditions, forming a
phenylthiocarbamyl peptide.

2. Cleavage of the residue as a anilinothiazolinone (ATZ), an amino acid derivative.
3. Conversion of the cleaved ATZ derivative to a stable phenylthiohydantoin (PTH) derivative.

This stabilized PTH amino acid derivative is then identified by reverse-phase HPLC. With
direct sequencing, the membrane on which the target protein is retained is subjected directly to
Edman chemistry within the instrument. The methodology is limited to the identification of
approx 30 residues. In addition, gaps in the sequence often result, particularly when the level of
target protein is low. Often, the proteins are also blocked at the N-termini in the course of the
process, leading to a reduction in the target available for sequencing. The frequency of block-
age increase with time, suggesting that other processes are at work (20,21).

2.2. Detection of Proteins/Peptides

In Western blotting following transfer, detection of target proteins is general achieved using
a specific antibody. The attachment of specific antibodies to their targets can be readily visual-
ized by using methods based on direct or indirect immunoassays. These methods involve the
use of various labels conjugated to an antibody (see Fig. 2). Some of these labels can directly
produce a detectable signal (e.g., fluorescent molecules, such as fluorescein, or an radioisotope
such as iodine-125), but more commonly, today, indirect immunoassay systems based on en-
zymes such as horseradish peroxidase (HRP) or alkaline phosphatase (AP) are used. In this
case, the detectable signal is generated by the action of the enzyme on a particular substrate;
hence, the systems are described as indirect. Chromogenic, chemiluminescent, or fluorescent
enzyme substrates are available. Some of the more commonly used substrates with some useful
websites are given in Table 2. Chromogenic substrates result in the deposition of a colored
product at the site of the conjugated enzyme and, hence, the protein of interest. Chemilumines-
cent and fluorescent substrates both produce light that can be detected as appropriate via X-ray
film, charge-coupled device (CCD) cameras, or scanners. At present, the most widely used
signal generation system in Western blotting is chemiluminescence. This has several advan-
tages, including the ability to achieve high levels of sensitivity and fast processing times.
Chemiluminescence is the generation of electromagnetic radiation, as light through the release
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of energy from a chemical reaction. Usually, these reactions involve the cleavage of a relatively
weak O–O bond, which liberates a large amount of energy. HRP systems generally are based on
the oxidation of the cyclic diacylhydrazide luminol in the presence of hydrogen peroxide (see
Fig. 3) (22). Immediately following oxidation the luminol is an excited state, which decays
back to the ground state via a light-emitting pathway. The presence of phenolic enhancers
cause the light emission to be increased 1000-fold (23). Often, the process is referred to as
enhanced chemiluminescence. AP systems are almost exclusively based on the use of 1,2-
dioxetane substrates (24) (see Fig. 4).

Key to any methodology is efficient blocking of the membrane. This will minimize back-
ground or nonspecific binding of the antibodies and reagents used for detection and, therefore,
maximize the specific signal-to-noise ratio. A number of protein and detergent solutions are
routinely used for this purpose. These include nonfat dried milk, Tween-20®, bovine serum
albumin (BSA), whole serum, and gelatine. Care must be taken to ensure that the blocking
agent is compatible with the detection reagents used. The most common in use today are nonfat
dried milk and BSA (3,25) Figure 5 outlines a few of the available detection methodologies in
Western blotting; many variations on these themes exist in the reagents and kits that are avail-
able from suppliers. In a single-layer system, the primary (or recognition) antibody is conju-
gated either to an enzyme or a direct label. A double-layer system involves the use of an
anti-immunogobulin capable of recognizing the primary antibody. This anti-immunogobulin is
conjugated to an enzyme or a direct label. Another method utilizes a biotin-tagged anti-
immunogobulin to introduce a third layer. The biotin molecule binds a streptavidin or avidin
molecule which is conjugated to a suitable label, usually an enzyme. Increasing the number of
layers within the detection procedure increases the sensitivity of the system. However, the label
itself and the type of substrate employed also contribute the sensitivity of the system.

3. Western Blot Assays in the Diagnosis of Viral Infections
Western blotting has mostly found use in detecting immunogenic responses elicited by

infectious agents, such as bacteria, viruses, and parasites, where the presence of these agents is
difficult to detect with methods that aim to isolate and culture the infectious agent from patient
samples. Other diagnostic uses for Western blot assays include detection of the presence of
abnormal cellular proteins such as the prion protein. In general, Western blot assays do not
provide truly quantitative information. In these applications, the technique is usually used as a
secondary method to confirm initial results obtained with enzyme immunoassays (EIAs) or
enzyme-linked immunosorbent assays (ELISAs) or provides additional information not obtain-
able with these procedures. Often, many different antigens can be assayed together, thus pro-
viding a wider picture of the antigenic response being studied.

Fig. 3. Oxidation of luminol.
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In addition to many in-house-developed diagnostic Western blot systems, several compa-
nies are manufacturing commercial kits for use in serological diagnostics of different infec-
tious diseases. Confirmation of human immunodeficiency virus (HIV) infections is an important
application area in viral diagnosis. Detection of immunological responses in Lyme disease is a
major application for bacterial diagnosis. Cysticercosis represents a parasitic disease where the
Western blot technique demonstrates the presence of the parasite Taelia cysticercosis, which is
difficult to prove by other means. Western blotting methods have proved useful for showing
the presence of disease-related human proteins in autoimmune diseases. How Western blot
assays are currently applied to these clinical areas will now be discussed.

3.1. Western Blot Assays in the Diagnosis of Viral Infection

3.1.1. HIV-I Diagnostics

HIV-1 and HIV-2 are the two causative agents of autoimmune deficiency disease (AIDS).
Whereas HIV-2 infections are mostly restricted to Africa, HIV-1 has spread worldwide. Fol-
lowing infection by either virus, the patient develops antibodies against viral proteins. Detec-
tion of these antibodies with EIAs is used in the routine detection of HIV infection in patients
and screening of blood donors. Western blotting is recommended for use as a secondary confir-
matory test to further analyze samples that have repeatedly produced positive EIA results (26,
and references therein). Anti-HIV antibodies can be found in most body fluids, including serum,
saliva, and urea. All of these can be used as samples for testing for the disease. These Western
blot kits contain specific HIV proteins fractionated according to their molecular weight by
electrophoresis on a polyacrylamide gel in the presence of sodium dodecylsufate (SDS). These
separated proteins are electrotransferred from the gel to a nitrocellulose membrane, which is
then washed, blocked, and packaged. In the clinical laboratory, these nitrocellulose strips are
incubated with HIV antibodies present in the patients serum (or other body fluid). These are the
primary antibodies of our description in Fig. 5. The strips are washed to remove unbound
material. Visualization of the human immunoglobulins specifically bound to the HIV pro-
teins is achieved using a series of incubations in, for example, goat anti-human IgG conjugated
with biotin, followed by streptavidin conjugated with HRP and then the HRP substrate 4-chloro-
1-naphthol (see Fig. 5C). If antibodies to any of the target HIV proteins or antigens are present,
bands corresponding to the positions of one or more of the HIV proteins result. The kit will
contain suitable control material to ensure that the nitrocellulose strip and other reagents are
performing correctly.

The structure and protein composition of HIV-1 and 2 viruses are well characterized, allow-
ing identification of antigens acting in the immunological response. Following HIV infection,
the earliest antibodies are against group-specific antigen (GAG) protein p24 and its precursor
p55, but with later progression of the disease, these antibodies can decrease in quantity and be
difficult to detect. Antibodies against envelope protein (ENV) precursor protein gp160 and its
precursors gp120 and gp41 are usually found in most HIV-infected patients. Multimeric forms
of gp41 can give rise to bands of 120 and/or 160 kDa (27). Antibodies against HIV polymerase
(POL) enzyme proteins p31, p51, and p66 can also be detected in patient samples (27–31).

Fig. 4. Example of 1,2 dioxetane hydrolysis by alkaline phosphate.
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In addition to the complexities in antigen patterns arising from the HIV viruses, the interpre-
tation of blotting results is complicated by the different combinations of antibodies that may be
found in patients. Antibody patterns may change during the progression of the infection (27–
31). This biological variation has resulted in different guidelines being put forward for scoring
Western blot results as positive for detecting HIV-1/2 virus infection. The requirement for
detecting antibodies against all three major protein groups (ENV, GAG, and POL) for a posi-
tive score results in a relatively high number of indeterminate results, as only 72–79% of posi-
tive samples type contained antibodies against all three different groups of HIV proteins (32).
The World Health Organisation (WHO) has recommended using the presence of at least two

Fig. 5. Diagrammatic representation of some immunodetection regimes used in Western
blotting.
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bands, including those corresponding to gp41, gp120, or gp160 (33), as a criteria for a positive
finding. A negative test result is the absence of any reactive bands on Western blot. Although
detection of anti-HIV antibodies can indicate the presence of viral infection, final diagnosis
should only be based on clinical examination.

Saliva and urine have been established as alternatives to serum samples for testing for HIV
antibodies. These fluids offer the advantage of easy collection. Although the antibody concen-
tration is lower than in serum, it is still suitable for detection with sensitive immunological
methods such as Western blotting. Factors such as increase in urine volume following con-
sumption of large quantities of liquids or the use of diuretics (34) further reduce antibody con-
centrations. Saliva contains secretions from salivary glands, oral microorganisms, cells, and
gingival–crevicular transudate, which has been shown to contain immonoglobulin G against
HIV proteins in infected individuals (34).

The Federal Drug Administration (FDA) has approved three different kits for HIV testing.
The Western Blot HIV-1 kits from Cambridge Biotech and Genetic Systems (Bio-Rad Labora-
tories) can be used with serum/plasma samples for confirmatory testing of blood donors. The
Cambridge Biotech kit can also be used with urine samples and the Genetic Systems kit with
dried blood spots. Organon Teknika’s OraSure HIV-1Western blot kit is exclusive for use with
oral fluid samples. Many other diagnostic kits exist for detecting HIV antibodies using the
technique; see Table 3 for details.

All of the kits for HIV diagnosis are based on the same principal design. The kit contains
several identical test nitrocellulose strips to which size-separated HIV proteins have been trans-
ferred and immobilized. These strips are stable for several months if stored at cold room tem-
peratures. The viral proteins have been obtained from virus purified from infected H-9/
HTLV-IIB, T-lymphocyte cell line with ultracentrifugation (OraSure), or partially purified and
inactivated by treatment with psoralen and ultraviolet (UV) light (Cambridge Biotech). In addi-
tion to HIV antigens, the blotted membrane can also contain control bands such as the staphy-
lococcal protein (JN HIV-1/2 Kit). These controls are for detecting the presence of general IgG
proteins in a sample and act as positive confirmation for correct functioning of the kit.

Before the individual membrane strips are incubated with a patient samples, they are blocked
to inhibit nonspecific binding. The patient sample is diluted in sample buffer. The extent of
dilution required depends on the test kit used and the sample. For example, the OraSure kit
requires 150 µL of saliva diluted 1 : 7 for use; the Genelabs HIV-1 blot 1.3 kit requires 20 µL
of serum diluted 1:100 for use. If anti-HIV antibodies are present in the patient sample, they
bind to their cognate antigen on the test strip. After washing, the bound antibodies are detected
with a secondary anti-human IgG antibody–alkaline phosphatase conjugate (OraSure), which
catalyzes the conversion of nitroblue tetrazolium (NBT) into a colored deposited product in the
presence of 5-bromo-4-chloro-2-indolyl-phosphate (BCIP). Alternatively, the Cambridge
Biotech HIV-1 kit uses a biotin-labeled goat anti-human IgG and an avidin conjugated to HRP.
Color reaction is achieved using the substrate 4-chloro-1-naphthol. All of the HIV-test kits
contain negative control serum, as well as low- and high-positive control serums, which help in
assessing the patient test results.

The actual protocol for scoring the bands present on membranes reacted with patient sera
vary from one manufacturer to other. With the OraSure kit, the intensity of bands on the patient
test strip are compared to the intensity of the gp41 band on the low-positive test strip. If bands
of equal or higher intensity are detected, the band is scored as present. In the Cambridge Biotech
kit, the intensity of the p24 band, seen with a weakly reactive serum, is used as reference for
scoring. The overall test with both kits is considered positive only if at least two of the major
bands (gp160, gp41, gp120, or p24) are present, according to the recommendations by WHO.

Antibodies against HIV-2 proteins can give positive reaction on Western blot containing
HIV-1 antibodies, however, often the results are indeterminate. This is why some of the HIV-1
Western blot kits contain additional antigens derived from HIV-2. The JN HIV-1/2 Kit con-
tains a recombinant HIV-2 membrane protein, Genelabs HIV-1 blot 2.4 contains a line of gp46
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from HTLV-II, and the Bioblot HIV-1 plus kit contains a synthetic HIV-2 peptide. Native HIV-
2 antigens are immobilized on BioRad products and Genelabs HIV blot 2.4.

3.1.2. Detection of Other Viral Diseases

Western blotting can be used for differentiation between related causative agents that cause
different diseases. Herpes simplex virus 1 and 2, the causative agents of oral and genital herpes,
respectively, are 95% similar genetically. Most antibodies raised against one species react with
the other. The Western blotting assay of glycoprotein G is able to differentiate between the two
viruses (35). In the ParvoBlot Western Blot Biotrin kit, IgM molecules against parvovirus anti-
gens VP1 and VP2 are detected. In this assay, IgG molecules present in the patient sample are
absorbed with sample buffer and removed with centrifugation. Membrane-bound IgM antibod-
ies are detected with HRP-conjugated anti-human IgM followed by diaminobenzidine sub-
strate detection (ParvoBlot kit Biotrin).

3.2. Western Blot Assays in the Diagnosis of Bacterial Infections

Compared with viruses, bacteria are more complex organisms with a large number of pro-
teins that can elicit immunological reactions. Similarities between closely and distantly related
species can complicate detection of antibodies. Lyme disease is an example of a bacterial dis-
ease for which Western blotting has been widely used for diagnosis, but it is not without tech-
nical problems. Other bacteria that are currently detected with Western blot assays are listed in
Table 4.

3.2.1. Diagnosis of Lyme borreliosis

The spirochete Borrelia burgdorferi causes Lyme disease. Several subspecies of the bacte-
ria have been isolated in different parts of world. Borrelia burgdorferi sensu stricto, Borrelia
afzelii, and Borrelia garinii are the three genospecies responsible. These bacteria are carried by
ticks and transmitted following a bite. Typically, the disease has three stages: a circular skin
rash reaction with virus like symptoms 7–10 d after infection, followed several weeks later
with problems with nervous system and heart, and, finally, months or years later with arthritic
and neurological symptoms (36). Diagnosis can be achieved by demonstrating of the presence
of B. burgdorferi in patient samples with bacterial culture, tissue examination, or polymerase
chain reaction (PCR), but these methods are not always feasible. Serological methods for
detecting antibodies against B. burgdorferi proteins are used for routine analysis.

These Western blot kits contain specific bacterial proteins fractionated according to their
molecular weight by electrophoresis, electrotransfered onto a membrane such as nitrocellulose.
In some cases, purified bacterial protein are applied directly to a membrane, as so-called dot
blot. The membrane is then blocked. In the laboratory, the membrane is incubated with bacte-
rial (primary) antibodies present in the patients serum (or other body fluid). The membranes are
washed to remove unbound material. Visualization of the human immunoglobulins specifically
bound to the bacterial proteins is achieved using a series of incubations. The nature of the
disease progression (see below) means that these secondary antibodies can be either anti-human
IgM or IgG conjugates. If antibodies to any of the target proteins or antigens are present, a band
corresponding to the positions of one or more of the bacterial proteins result. The kit will con-
tain suitable control material to ensure that the Western blot or dot blot, and other reagents are
performing correctly.

Detection of antibodies in Lyme disease is hampered by biological variability in the immuno-
logical responses. The first response following exposure to B. burgdorferi is the appearance of
type M immunoglobulins against the outer surface protein C (22–25 kDa), p39, and flagellin
protein of 41 kDa. The IgM levels usually peak 3–6 wk after exposure. IgG antibodies are gen-
erally detectable after several weeks and can persist for years. Three antigens eliciting IgM
antibodies, Osp A (31 kDa), Osp B (34 kDa), and p18, p28, p30, p45, p58, p66, and p93, can be
detected by IgG antibodies found in patient sera (37). Patient-to-patient variations in the timing
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Table 4
Commercial Western Blot Assay Kits for Detecting Bacterial Infections

Bacteria Test kit Manufacturer

Borrelia burgdorferi Lyme IgG Western Blot Quest Biomedical
Borrelia burgdorferi Lyme IgM Western Blot Quest Biomedical
Borrelia burgdorferi Borrelia burgdorferi sl IgM/IgG

immunoblots KMI Diagnostics
Borrelia burgdorferi QualiCode™ Borrelia burgdorferi IgG Immunetics, Inc.

and IgM Western Blot
Borrelia burgdorferi Lyme IgG Western Blot IgeneX, Inc.

Lyme IgM Western Blot
Borrelia burgdorferi Lyme disease Western Blot Kit JN-International

Medical Corp.
Borrelia afzelii, Borrelia garinii EU Lyme IgG MarBlot™ Trinity Biotech

EU Lyme IgM MarBlot™
Borrelia burgdorferi Lyme IgG MarBlot™ Trinity Biotech

Lyme IgM MarBlot™
Ehrlichia. phagocytophila, HE IgG and IgM Western Blot Imugen

or E. ewingii
Ehrlichia. phagocytophila, Human Granulocytic Ehrlichiosis (HE) JN-International

or E. ewingii Western Blot Kit Medical Corp.
Ehrlichia. Phagocytophila, HE Ehrlichia IgG MarBlot™ Trinity Biotech

or E. ewingii
Helicobacter pylori Helico Blot 2.1 Genelabs Diagnostics

and extent of the serological response to B. burgdorferi exposures exist. Patients with persistent
infection may produce IgM antibodies longer than expected or lack IgG response (38). This
poses the problem for accurate diagnosis of the disease status based on antibodies against B.
burgdorferi antigens. A negative test result may be obtained if testing is performed shortly after
infection and, conversely, positive results may indicate the presence of past infection, which
could be unconnected to current disease (39). Treatment of tick borreliosis can also abrogate
immune response, despite the continued presence of the bacteria in patient tissues (40,41).

Decorin-binding protein A (DpbA) is 43–63% similar among B. burgdorferi sensu stricto,
B. afzelii, and B. garinii. The sequence diversity is reflected in that most patient sera only
recognized DbpA from one species. Whereas most patients with neuroborreliosis and Lyme
arthritis contained antibodies against DbpA, patients with an earlier stage of Lyme disease
failed to do so (42). Similarly, sequence variation in OspC protein from different Borrelia
species has been shown to result in the presence of different epitopes and variation in detection
with polyclonal antisera (43). Further complications to accurate diagnosis is contributed by
crossreactivity between antibodies against B. burgdorferi antigens and antigens derived from
other spirochetes, rickettsia, ehrlichia, or bacteria such as Helicobacter pylori (44), and the
Epstein–Barr virus (45) resulting in false positives.

It is not surprising that against this complicated background of biological variation and
crossreactivity it has been difficult to determine a simple set of rules according to which a
positive test is scored. The US Center for Disease Control (CDC) recommends that IgM West-
ern blot tests for B. burgdorferi antibodies be scored positive if two or three bands correspond-
ing to 23- to 25-kDa OspC or 39-kDa or 41-kDa antigens are detected on the blot. The
recommendation for a positive test result of an IgG Western blot is the presence of 5 out of 10
antigen bands (46). European recommendations for IgG require the presence of two bands for
B. afzelii subtype (PKo) and at least one band for B. garinii subtype (Pbi). Positive IgM result
for pKo requires that p39, OspC, and p17 be detected or that a strong band is observed for p41.
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For pBi, the requirement for the p17 band is omitted (47). Despite these measures, the contro-
versy surrounding the accuracy and specificity of serological tests for Lyme borreliosis has not
subsided (39,48–50). A list of currently available kits is given in Table 4. The immunoblot
assay can, however, provide a wider analysis of the extent of immunological response and
increase the sensitivity of detection and accuracy of testing (48). However, ELISA and West-
ern blot assays are not independent tests, as both detect the same antibodies. Western blot
should, therefore, be considered as a supplemental rather than confirmatory test for Lyme dis-
ease and is recommended as a secondary test to corroborate positive or indeterminate results
obtained by EIA or ELISA. The interpretation of commercial Western blot assays is hampered
by the finding that the templates for band patterns provided in test kits and the patterns obtained
with positive control samples do not always align. Hence, assignment of detected bands to
correct antigens is made difficult and subjective and can lead to a false conclusion or indetermi-
nate results (49). These limitations mean that immunological testing should be only used in
conjunction with clinical diagnosis (39).

Several groups have started to address the technical problems associated with Lyme
borreliosos Western blot assays by preparing synthetic antigens for testing. This approach
allows the possibility for choosing unique regions of antigens that are not conserved between
the different species. Adding recombinant VlsE and PbpA antigens to whole-cell lysates of
Borrelia proteins has been shown to improve detection (51). Gomer-Solecki and co-workers
(52) have developed an immunoblotting assay in which recombinant proteins containing key
parts of Borrelia antigens are used. This assay improved detection specificity and identification
and facilitated the detection of early disease. By using p83/100, p39, OspC, p41 Flagellin,
Osp7, and p58 antigens, the diagnosis of later-stage arthritic and neuroborreliosis was improved
(53). By combining the use of a dot blot assay where antigens are present at fixed positions with
the use of recombinant antigens improved the specificity of detection over a Western blot, but
also made scoring of the test much simpler (49). These developments are likely to result in a
new generation of more accurate and specific serological tests for Lyme borreliosis.

3.2.2. Diagnosis of Human Ehrlichiosis

The group of human ehrlichiosis are caused by tick-borne gram-negative Ehrlichia bacteria.
Monocytic ehrlichiosis is attributable to Ehrlichia chaffeensis; granulocytic ehrlichiosis is
caused by E. phagocytophila or E. ewingii (54–56). The relatedness of these causative agents
makes immunodiagnostics difficult because of antibody crossreactivity with antigens derived
from other species. Unver and co-workers (57) have demonstrated that in Western blot analy-
sis, outer membrane protein of 30 kDa was only recognized by antibodies raised against E.
chaffeensis and a protein of 44 kDa was specific to E. phagocytophila.

3.3. Western Blot Assays in the Diagnosis of Parasite Infections

The generation of a diagnostic test for parasite infections has the complication that the native
antigens needed for preparing immunoblots may not be easily available. This is the case in
cysticercosis, which is endemic in many parts of the world. It is caused by the pork tapeworm
Taenia solium. This parasite transfers from pigs to humans in infected meat containing eggs.
The larvae hatch inside the small intestine of the human host and enter the bloodstream through
the intestinal wall. Once in circulation, the worms can migrate to target tissues, including the
central nervous system, where they will encyst and develop into a cysticercus. Clinical symp-
toms include migraines and resemble epilepsy. In order to overcome the limitations of obtain-
ing target antigen, molecular cloning strategies have been applied to obtaining recombinant T.
solium antigens.

Taenia solium infections are diagnosed currently with Western blot assays in which lentil-
lectin purified glycoproteins are used as antigens. These antigens detect antibodies against seven
major T. solium glycoproteins (58). Saline extraction can also be used to prepare antigens from
T. solium cysts for analysis. However, the lentil-lectin purification remains the more sensitive
method (59). The primary source of T. solium antigens is from cysts found in naturally infected
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pigs, which limits the availability of these antigens for testing. Whatever the source, antigen
mixtures are prepared and fractionated according to their molecular weight by electrophoresis,
then electrotransferred onto a membrane and blocked. In the clinical laboratory, the membrane
is incubated in the patient’s serum for example, which contains primary antibodies against some
or all of the target proteins. The membrane is washed to remove unbound material. Visualization
of the human immunoglobulins specifically bound to the parasite proteins is achieved using a
series of incubations in an anti-human immunoglobulin conjugated with an indirect label and
subsequent incubation to allow for visualization. If antibodies to any of the target proteins or
antigens are present, bands corresponding to the positions of one or more of the parasite proteins
result. The kit will contain suitable control material to ensure that the performance of the re-
agents is as expected and that identification of the specific parasite protein is possible.

Greene and co-workers (60) used degenerate oligonucleotides derived from the amino acid
sequence of purified 14- to 18-kDa polypeptides, corresponding to major T. solium antigens, to
amplify cDNAs for related antigens from the T. solium cDNA library. One of the cDNAs,
sTs14, showed promise as a specific diagnostic marker. Further research has shown that the T.
solium diagnostic antigens of 14, 18, and 21 kDa are members of 8-kDa antigen family for
which 18 unique genes have been characterized. One out of nine 8-kDa gene-coded proteins
(TsRS1) was shown to be a 100% specific and sensitive as an antigen for detection of antibod-
ies against T. solium in cysticercosis (61). Hubert and co-workers (62) screened a T. solium
metacestode cDNA expression library with patient sera and identified antigen NC-3, which
showed high sensitivity and specificity in serodiagnostics. Table 5 lists other human parasite
infections that are currently diagnosed with the aid of Western blot assays.

3.4. Detection of Human Proteins in Disease States
3.4.1. Detection of Circulating Autoantibodies

Autoimmune diseases are characterized by the production of antibodies against normal
human proteins or other cellular molecules. Western blotting can be used with other immuno-
logical methods for detecting these antibodies. The presence of autoantibodies is included in
the diagnostic criteria for systemic lupus erythematosus (anti-Smith antigen and anti-double-
strand DNA antibodies), mixed connective tissue disease (anti-Ui-nuclear riboprobtein anti-
bodies), and Sjögrens’s syndrome (anti-SS-A/Ro and anti-SS-B/RoLa antibodies) (63). A
limitation of the Western blot method in detecting autoantibodies is that not all antibodies can
recognize the denatured and immobilized antigens presented on immunoblots. This may ex-
plain findings that ELISA methods with the same antigens can be more sensitive in detecting
autoantibodies in patient sera (64,65).

Typical Western blot protocol for detecting autoantibodies involves preparation of antigens
from the tissue affected. For example, solubilized cell extracts prepared from the lung adeno-
carcinoma cell line or lung tumors have been used to detect circulating autoantibodies in tumor
patients (66). Decreased opportunity for detecting crossreacting antibodies with complex anti-
gen preparations is achieved by further purification of the principal antigens that present main
targets for autoantibodies in different diseases. Purification of SS-A and SS-B antigens with
ion-exchange chromatography and differential salt extraction result in preparations that allowed
further characterization of the antigens and their use in diagnostic tests (67). With the use of
gene technology, diagnostic tests for autoantibodies have been further refined by creating and
expressing recombinant antigens for use in tests. For example, Vitozzi and co-workers (65)
combined the two major antigens of autoimmune hepatitis (cytochrome P450 2D6 and
formiminotransferase cyclodeaminase) into a recombinant protein and used this expressed chi-
mera for detecting autoantibodies directed against both proteins in one assay. Regardless of
their source, the test antigens are detected via a Western blot using anti-human antibodies linked
to either HRP or AP with autoantibodies from the patient’s serum. Hu and co-workers (68)
performed systematic optimization of the method improving all steps of the protocol. They
concluded that using protein G coupled to HRP reduced false-positive reactions and increased
detection of correct antibodies. Furthermore, inclusion of CHAPS (3-[3-cholamidopropyl-
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Table 5
Commercial Western Blot Assays for Detecting Antibodies Against Human Parasites

Disease/causative agent Kit Manufacturer

Cysticercosis/Taelia solium QualiCode Cysticercosis Immunetics
Western Blot

Cysticercosis/Taelia solium Cysticercosis Western Blot JN-International Medical Corp.
Hydatid disease/parasite QualiCode Hydatid Immunetics

Echinococcus granulosus Western Blot
Hydatid disease/parasite Hydatid Western Blot JN-International Medical Corp.

Echinococcus granulosus
Babesiosis/parasite QualiCode Babesiosis IgG Immunetics

Babesia microti or IgM Western Blot
Babesiosis/parasite Babesiosis Western Blot JN-International Medical Corp.

Babesia microti

dimethylammonio]-1-propanesulfonate) increased binding of protein G to antibodies and the
inclusion of Tween-20 reduced background on membrane and eliminated the need to use pro-
tein-blocking agents in incubation buffers. Finally, PVDF produced higher-quality blots with
lower backgrounds than a nitrocellulose membrane.

With developments in proteomics, Western blot assays have found use in elucidating the
antigens that are responsible for eliciting antigenic response in various diseases. Brichory and
colleagues (66) have used two-dimensional gel electrophoresis coupled with Western blotting
to investigate the targets of circulating autoantibodies found in the sera of lung cancer patients.
Tumor cell extracts were separated and then blotted onto the PVDF membrane and detected
with the patient’s sera. Two major groups of antigen spots were detected. Subsequent excision
of these spots and mass spectrometry analysis revealed that these antigen spots corresponded to
annexin I and II. This approach is currently being used to identify further cancer markers for
use in diagnostics and aiding evaluation of disease prognosis (69).

3.4.2. Diagnosis of Prion Diseases

Western blot assays can also be used to demonstrate the presence of variant forms of normal
cellular proteins. Creutzfeld–Jacob disease (CJD) is a neurodegenerative disease with aberrant
metabolism of the 33–75 sialoglycoprotein, prion protein (Pr), whose exact function is not yet
know. Normal cellular forms of the protein, found in neurons and other tissues, is sensitive to
protease digestion. In prion diseases, a variant form of the protein, PrSc, which is derived from
the native protein by post-translational modification and conformational change, accumulates
in cells, eventually resulting in the death of the affected neurons. This variant form is partially
resistant to protease digestion and insoluble in detergent solutions (70). Several different PrSc

protein isoforms differing in their sensitivity to protease K digestion have been identified (71).
Variant CJD also contains PrSc protein, although the pathogenenis and clinical course of this
disease is different. A Western blot assay for detecting PrSc protein isoforms involves the con-
centration of the protein from brain extracts (71). Before separation, the precipitate containing
PrSc protein is digested with protease K. Protease-resistant PrSc protein is detected with a mono-
clonal antibody against Pr protein, followed by a secondary antibody linked to HRP or AP.
Using sensitive, enhanced chemifluorescent detection methods, Wadsworth and co-workers
(72) were able to detect PrSc protein in the tonsils, spleen, and lymph nodes, where concentra-
tions were significantly lower than in the brain. In addition to the Prion protein, other proteins
have been shown to be altered in CJD. One such protein is an isoform of 14-3-3 abundant brain
protein. Cerebrospinal fluid of CJD patients contains different isoforms than normal brain or
brains affected with other dementias. By using Western blot analysis, the presence of the CJD-
associated isoforms can be diagnosed (73).
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Principles and Medical Applications of the Polymerase Chain Reaction

Bimal D. M. Theophilus

1. Introduction
The polymerase chain reaction (PCR) is currently one of the mainstays of medical molecu-

lar biology. One of the reasons for the wide adoption of PCR is the elegant simplicity of the
way in which the reaction proceeds and the relative ease of the practical manipulation steps.
Indeed, combined with the relevant bioinformatics resources for the practical design and for the
determination of the required experimental conditions, it provides a rapid means for DNA diag-
nostic identification and analysis. It has also opened up the investigation of cellular and mo-
lecular processes to those outside the field of molecular biology and also contributed in part to
the successful sequencing of the human genome project. Polymerase chain reaction is an in
vitro amplification method able to generate a relatively large quantity (about 105 copies, or
approx 0.25–0.5 µg) of a specific DNA sequence from a small amount of a heterogeneous DNA
target, often comprising the total cellular genome. The sensitivity of PCR is such that success-
ful amplification can be achieved from a single cell, as in single-sperm typing and preimplanta-
tion diagnosis, or from a minority DNA population that is present among an excess of
background DNA (e.g.. from viruses infecting only a few cells, or from low levels of “leaky”
RNA transcription from nonexpressing tissues). The PCR process consists of incubating a re-
action sample containing the DNA substrate and required reactants repeatedly between three
different temperature incubations: denaturation, annealing, and extension. Many current inves-
tigators, the author included, recall their initial introduction to PCR as comprising the laborious
transfer of sample tubes between three water baths heated to different temperatures represent-
ing the three incubations. Fortunately and no doubt instrumental to the wide implementation of
PCR in numerous areas of fundamental research and applications is the automation of the pro-
cess. This was the result of the development of programmable thermal cylcers that were devel-
oped only a few years subsequent to the invention of PCR by Mullis in 1983. Today, the
technology has advanced to modern thermal cyclers that use Peltier heating and cooling ele-
ments to produce fast temperature changes or ramp rates of around 3°C/s and that maintain
accurate temperature control across the entire sample block. In addition PCR undertaken in 96-
well microtiter plate systems is now possible, which is useful for high-throughput analysis of
clinical samples.

2. Elements of PCR
2.1. PCR Practical Procedures

Polymerase chain reaction achieves near-exponential amplification of a DNA sequence, the
length of which is defined by a pair of oligonucleotide primers, complementary to 20–25 bp of
sequences at the 5' and 3' ends of the target molecule, respectively. It is relatively straightfor-
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ward for the PCR to amplify up to approx 2 kb of sequences, but special modifications such as
the use of a cocktail of enzymes are required to amplify larger sequences of up to 40 kb in a
process termed “long-range PCR.” Typical sources of target DNA include blood, mouthwashes
or buccal scrapes, chorionic villus (for antenatal diagnosis), one to two cells from an eight-cell
embryo (for preimplantation diagnosis), hair, and Guthrie spots. Extracted DNA does not need
to be particularly pure and could even be partially fragmented, as in the case of archival mate-
rial such as that derived from paraffin-embedded tissues. In the case of blood samples, simple
boiling releases enough DNA for successful amplification.  A PCR reaction mix is usually 5–
50 µL in volume and is set up in 0.2-mL or 0.5-mL thin-walled reaction tubes or, as indicated,
in 96-well microtiter plates. It comprises reaction buffer (optimized for magnesium chloride),
deoxynucleotide triphospates (dNTPs), the oligonucleotide primers, a thermostable DNA poly-
merase (usually Taq DNA polymerase), which synthesizes DNA by incorporating dNTPs and
extending the annealed primers, and, finally, the template to be amplified.

2.2. Steps Involved in a PCR Cycle

The initial step of PCR involves incubation of around 94°C for 5 min to denature the target
genomic DNA into single strands. This step is not usually necessary when using cDNA derived
from RNA as the template. The subsequent and main part of the process comprises the sequen-
tial incubation of the sample at three different temperatures, which together constitute one PCR
cycle (see Fig. 1). The first step in a cycle involves incubation at 94–96°C for 10 s to 1 min to
denature newly synthesized template DNA. Subsequent incubation is at a temperature deter-
mined by the melting properties of the primers, ideally around 56°C, optimized to allow them
to anneal only to their specific target sequences. The third incubation is usually 72°C for 20 s to
2 min, during which Taq DNA polymerase extends the primers mediating the synthesis of
DNA using the target sequence as the template. Normally, 30–35 such cycles are performed to

Fig. 1. Simplified scheme of one PCR cycle that involves denaturation, annealing and
extension.
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comprise a PCR reaction, which typically takes about 3 h to complete. In the first cycle of PCR,
primers can only anneal to the original target DNA. In this case, the primer defines the 5' end of
each newly synthesized strand, but the 3' end is undefined and variable. However, in subse-
quent cycles, as newly synthesized DNA from one cycle becomes a template in the next cycle,
the synthesized DNA will be defined at both ends by each primer. Because the synthesis of the
latter species increases exponentially while DNA synthesized from the original target only
increases linearly, the predominant product (termed amplicon) resulting from PCR will be de-
fined by the location of the forward and reverse primers (see Fig. 2). Whereas amplification is
exponential in the earlier cycles, it plateaus out in later cycles because of the exhaustion of
reaction components. For this reason, quantitative comparisons or estimates of PCR products
should be based on the exponential phase of the reaction using “real time PCR” (see Chapters
23 and 25). It is safe to leave the finished reaction in the thermal cycler at room temperature for
several hours or overnight, although, typically, a final incubation “hold” temperature of 4–
12°C is programmed after the final PCR cycle.

2.3. Primer Design and PCR

The specificity of PCR lies in the design of the two oligonucleotide primers. These not only
have to be complementary to sequences flanking the target DNA but must not be self-comple-
mentary or bind each other to form dimers because both prevent DNA amplification (see Fig.
3). They also have to be matched in their GC content and have similar annealing temperatures.
The increasing use of bioinformatics resources such as Oligo, Generunner, and Genefisher in
the design of primers makes the design and the selection of reaction conditions much more
straightforward. These resources allow the sequences to be amplified and the primer length,
product size, GC content, and so forth, to be input, and, following analysis, they provide a
choice of matched primer sequences. Indeed, the initial selection and design of primers without
the aid of bioinformatics would now be unnecessarily time-consuming. With careful consider-
ation of primer sequences and reaction conditions, it is possible to amplify more than one region
in a single PCR. This process is termed multiplex PCR and is used extensively in molecular-
based diagnostics, although it does require a degree of optimization.

2.4. Sensitivity and Contamination in PCR

The enormous sensitivity of the PCR is also one of its main drawbacks because the very
large degree of amplification makes the reaction vulnerable to contamination. Even a trace of
foreign DNA, such as that contained in dust particles, may be amplified to significant levels
and may give false-positive results. Hence, cleanliness is paramount when carrying out PCR,
and dedicated equipment and, in some cases, laboratory areas and even laboratories are used. It
is possible that previously amplified products may also contaminate PCR. However, this may
be overcome by a number of methods including ultraviolet (UV) irradiation to damage the
already amplified products so that they cannot be used as templates. A further interesting solu-
tion is to incorporate uracil into PCR and then treat the products with the enzyme uracil-N-
glycosylase (UNG), which degrades any PCR amplicons with incorporated uracil, rendering
them useless as templates. In addition, most PCRs are now undertaken using hotstart. Here, the
reaction mixture is physically separated from the template or the enzyme. When the reaction
begins, mixing occurs and thus avoids any mispriming that might have arisen.

3. Medical Applications and PCR
The main areas of medical diagnosis to which PCR is applied are the detection of infectious

pathogens (e.g., associated with sexually transmitted diseases or respiratory tract infections)
and the identification of mutations in genes that are either responsible or constitute risk factors
for human disease. In some tests, the result is simply found in the presence, size, or color of the
PCR product, whereas in other situations, PCR is used to generate sufficient specific starting
material on which to perform a number of post-PCR manipulations to obtain the result.
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Fig. 2. Representation of further cycles in the PCR. Note the original template strands can
also be copied, whereas newly synthesised PCR products are amplified exponentially.
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3.1. Polymorphism Detection: RFLPs, VNTRs, and STRs
Before specific genes and associated mutations were fully characterized, genetic diagnosis

was often carried out using restriction fragment length polymorphisms (RFLPs) (see Chapter
3). RFLPs are variations in the length of restriction fragments between alleles arising from the
presence or absence of specific restriction enzyme sites. RFLPs within or closely linked to an
affected gene were therefore used as markers to track inheritance of a faulty gene through a
family pedigree. VNTRs (variable number of tandem repeat sequences) and STRs (short tan-
dem repeats) are polymorphic sequences applied in a manner similar to RFLPs, but arise from
variations in the number of tandem repeat sequences at a given locus between different alleles.
They are performed by PCR using primers flanking the polymorphic region, incubation with a
restriction enzyme (in the case of RFLPs), and analysis of the fragment sizes following gel

Fig. 3. The location of PCR primers. PCR primers designed to sequences adjacent to the
region to be amplified, allowing a region of DNA (e.g., a gene) to be amplified from a complex
starting material of genomic template DNA
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electrophoresis. Subsequent research and the completion of the human genome project means
that the underlying basis of most common single-gene disorders is now understood and so these
methodologies are less widely used. However, they are still of use where the causative muta-
tion in a particular family or disease remains elusive or where limited facilities or expertise
prevents complete screening of a gene to identify a mutation.

3.2. PCR-Based Mutation Screening
One of the major clinical applications of PCR that has spawned numerous diagnostic labora-

tories is the screening of multiexon genes, without clearly defined founder mutations, and
where, therefore, a significant number of heterogeneous mutations may be responsible for the
disease phenotype in different families or populations (e.g., hemophilia, Gaucher disease, cer-
tain breast and ovarian cancers [which arise from mutations in the BRCA1 and BRCA2 genes],
and colon cancer. Unfortunately, there is no single, quick, inexpensive, and reliable mutation
screening method of universal application. The majority of techniques can only analyze 200–
500 nucleotides at a time for maximum sensitivity, which corresponds to the size of most exons.
Individual exons and their intron/exon boundaries (which may be the site of exon splice site
mutations) are amplified using PCR primers complementary to flanking intronic sequence.
Large exons are usually amplified as several overlapping segments.

3.2.1. Reverse Transcriptase PCR
A number of screening methods are able to analyze 1 kb or more at a time, in which case,

PCR-amplified complementary or cDNA may be used. This is DNA synthesized using messen-
ger RNA (mRNA) as a template mediated by the enzyme reverse transcriptase (see Fig. 4). This
procedure, referred to as RT-PCR, enables the screening of multiple contiguous exons in a single
analysis, which enables the identification of gene rearrangements and splicing defects that may
remain undetected by analysis of the genomic DNA coding sequence. However, RNA has a
short half-life and is easily degraded; therefore, great care must be exercised in handling it. In
addition, there is evidence that mutation-containing RNA may be less stable than normal RNA,
therefore, the mutant allele may be underrepresented, or absent, in the RT-PCR product from a
heterozygous sample. Finally, the gene under analysis may not be expressed in tissues that are
readily accessible for analysis (e.g., blood), although sufficient “ectopic” RNA may be expressed
by the so-called “leaky” transcription for successful PCR and analysis. Although mutation
screening and detection methods are able to identify sequence differences between a normal and
a patient sample, they do not indicate whether the change is pathogenic or simply a sequence
polymorphism. This distinction usually depends on the nature of the change, the location of the
change with regard to functional domains of the encoded protein, conservation of the affected
amino acid residue among homologous proteins, and whether the change has been observed
previously (by reference to mutation databases).  Many mutation-detection methods depend on
differences in the melting properties of DNA during gel electrophoresis. Single-strand confor-
mation polymorphism (SSCP) analysis (1) is based on differences in the electrophoretic mobil-
ity of single-stranded DNA conformers in a nondenaturing gel system. It is a popular choice
because it is simple to perform, but it is only able to analyze PCR products up to about 200 bp
and it has limited sensitivity. Conformation-sensitive gel electrophoresis (CSGE) (see Chapter
13) (2) is based on the electrophoretic mobility of DNA heteroduplexes under mildly denaturing
conditions. It is only slightly more demanding to perform than SSCP, but has close to 100%
detection efficiency. Denaturing gradient gel electrophoresis (DGGE) (3) identifies mismatch-
containing heteroduplexes based on an abnormal denaturing profile on electrophoresis through
a gradient of increasing denaturant concentration. Denaturing high-performance liquid chroma-
tography (dHPLC) is a recently introduced method that is rapidly gaining in popularity. dHPLC
distinguishes heteroduplexes from homoduplexes by ion-pair reverse-phase liquid chromatog-
raphy according to differences in their melting behavior (4) (see Chapter 24). Positive ions in a
buffer coat DNA in a hydrophobic layer, which interacts with a hydrophobic polystyrene matrix
in a length- and sequence-specific manner. DNA is eluted from the matrix by a linear acetoni-
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trile gradient. Although preliminary work is required to optimize the conditions for each PCR
product, once established it is a rapid, highly automated, and sensitive technique able to detect
close to 100% of mutations.

3.2.2. PCR-Based Mismatch Detection

Some other methods are based on chemical or enzymatic cleavage of mismatches in DNA
heteroduplexes (5,6) . The protein truncation test (PTT) (7) (see Chapter 17) identifies frame
shift, splice site, and nonsense mutations by virtue of their ability to result in premature protein
truncation, and it is applied to diseases where these types of mutation predominate, such as
adenomatous polyposis coli (APC). Mutation-screening methods merely indicate that a muta-
tion is present, which must then be characterized by DNA sequencing. With the development
of automated fluorescent sequencers, many laboratories now sequence the complete coding
sequence of a gene in order to identify mutations without the prior application of a mutation-
screening method. Although the most laborious part of this process is often visual analysis of
the sequence generated, there has been significant progress in the development of sequence
analysis software, which is able to highlight sequence differences between two aligned se-
quences. However, these programs are not perfect, and it is often necessary to check sequences

Fig. 4. Reverse-transcriptase PCR (RT-PCR). In RT-PCR, mRNA is converted to comple-
mentary DNA (cDNA) using the enzyme reverse transcriptase. The cDNA is then used directly
in PCR.
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manually, especially in the case of heterozygous mutations. Also, although often considered
the gold standard method of mutation detection, sequencing technology itself is not 100% ac-
curate and may miss mutations or produce artifacts that must be investigated further.

3.3. PCR-Based Mutation Detection
Some conditions arise from one or a few clearly defined mutations. In these cases, one of a

number of methods can be applied that detect the presence or absence of a defined sequence
change. These are generally technically simpler and more rapid tests than those used for muta-
tion screening described in Subheading 3.2.

3.3.1. Restriction Enzyme Analysis

If, fortuitously, a mutation creates or destroys a restriction site, then it may be identified sim-
ply by restriction enzyme analysis as described for RFLPs. For example, PCR followed by diges-
tion with the restriction enzyme MnlI is used to detect factor V Leiden, which arises from a point
mutation in exon 13 of the factor V gene and constitutes the most frequent genetic risk factor for
venous thrombosis. Alternatively, for mutations that do not alter a site for a restriction enzyme, a
diagnostic site may be “engineered” into a PCR product using mutagenic primers.

3.3.2. Deletion Analysis

The most common cystic fibrosis (CFTR) allele is a three-nucleotide deletion, F508del.
Simply amplifying the region by PCR using flanking primers and distinguishing the normal
and mutant alleles by size on gel electrophoresis can identify this allele. Similarly, 60–65% of
mutations causing Duchenne muscular dystrophy (DMD) are deletions of one or more exons
within the dystrophin gene, 98% of which can be identified by two multiplex PCR reactions.

3.3.3. Analysis of Gene Rearrangements

Gene rearrangements are a feature of hematological malignancies, as well as certain nonma-
lignant diseases, such as the intron 1 and intron 22 inversion mutations responsible for approx
50% of severe hemophilia A. In the case of hematological malignancies, the novel chimeric
transcripts arising from rearrangements are identified by RT-PCR (8). In hemophilia A, the
intron 1 inversion mutation is detected by a standard PCR reaction, whereas the intron 22 inver-
sion requires long-range PCR or Southern blotting for identification (see Chapter 14).

3.3.4. Allele-Specific PCR

Allele-specific oligo PCR (ASO-PCR, also known as the amplification refractory mutation
system, ARMS) involves the hybridization of three primers in a single reaction (see Chapter 14).
These comprise normal and mutant forward primers in which the final (3') base of the primer is
homologous to either the normal or mutant sequences, respectively, together with a common
reverse primer. The primer annealing temperature is optimized to ensure that primers only an-
neal to a perfectly matched template sequence, which is a requirement for subsequent extension
by Taq DNA polymerase. Separate PCR reactions may be performed with the normal and mu-
tant primers, respectively or a single reaction may be performed if the normal and mutant prim-
ers are distinguishable (e.g., with different fluorescent labels). Clearly, in order to design specific
primers, the nature of the mutation to be detected must be known. An example of its use is to
screen for a G to A transition at position 20210 in the 3' untranslated region of the prothrombin
gene (9). The A allele is associated with elevated plasma prothrombin levels and carriers have a
2.8-fold increased risk of venous thrombosis. In addition, a multiplex ARMS test has been
designed and marketed in kit form to test for a panel of common cystic fibrosis mutations.

3.3.5. 5'Nuclease/TaqMan™ Assay

The 5' Nuclease or TaqMan™ assay also involves the use of three primers: two allele-spe-
cific forward primers and a common reverse primer, which in this case is labeled with a
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“reporter” fluorophore at its 5' end and a “quencher” fluorophore at its 3' end (see Chapter 23).
As with the allele-specific PCR, only the perfectly matched primer is extended by Taq DNA
polymerase. On encountering the labeled reverse primer, the latter will be degraded by the
5'�3' exonuclease activity of Taq DNA polymerase. This will result in the separation of the
reporter and quencher fluorophores and a consequent increase in fluorescence. TaqMan is used
for mutation detection and for screening specific subtypes of microbial pathogens. It is also
used for association studies, which involve the correlation of single-nucleotide polymorphisms
(SNPs) with complex disorders such as diabetes, heart disease, cancer, and mental disorders
(10). SNPs are also of interest in the rapidly emerging field of pharmacogenetics, where they
are analyzed for their role in determining variations between individuals in their responses to
specific drugs or drug toxicity (e.g., in the cytochrome P450 genes) (11). It is anticipated that
this will lead to the identification of novel drug targets and aid in the production of individually
tailored “designer” drugs.

3.3.6. Quantitative and Real-Time PCR

Real-time PCR (see Chapter 23) requires the use of special DNA cyclers such as the Roche
Lightcycler that couples PCR with fluorescent detection, thereby enabling the detection of PCR
product as it is synthesized. In its simplist form, a DNA-binding dye such as SYBR green is
included in the reaction. As amplicons accumulate, SYBR green binds the dsDNA. This binding
is proportional although nonspecific and fluorescence emission is detected following excitation.
Diagnostically, real-time PCR enables the determination of a viral load in infectious diseases by
comparing the amount of virus-specific product to a standard curve generated from samples
containing known concentrations of DNA. Real-time PCR also has many research applications
such as comparisons of gene expression between different tissues or at different stages of
development. Although relatively expensive in comparison to other methods for determining
expression levels, it is simple, rapid, and reliable. In addition to the quantitative nature, real-
time PCR systems may also be used for genotyping and for accurate determination of the
amplicon melting temperature using a so-called melting curve analysis. PCR has also been ex-
tended to further developments such as sequencing by minisequencing or pyrosequencing
(12,13). In addition, the new technology of microarrays uses, in some cases, PCR-derived
material (14). It is this area that may form the future of rapid nucleic acid diagnostic; however,
PCR is still and no doubt will continue to be a mainstay of genetic-based diagnostics.
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Single-Strand Conformation Polymorphism (SSCP) Analysis

Igor Vorechovsky

1. Introduction
The identification of a large number of disease genes in recent years has led to a consider-

able improvement in clinical diagnostic procedures, therapeutic interventions, and prognostic
projections and provided carrier or presymptomatic testing to family members of affected indi-
viduals. Because the number of gene alterations known to be linked to genetic disorders has
risen dramatically over the last decade, the availability of technically simple, cost-effective,
and reliable methods to detect changes in the nucleotide sequence has become increasingly
important. Although we have recently seen a considerable improvement in our ability to detect
DNA alterations, costly mutation analysis using nucleotide sequencing has driven a search for
less expensive scanning methods.

In addition to the costs, the choice of a suitable method of mutation analysis is governed not
only by the experimental sensitivity, expected mutation pattern in the target sequence, and
functional consequences of these changes, but also by staff expertise, personal experience, and
preference. However, the primary selection criterion for such a method is the ability of a tech-
nique to detect the presence of unknown mutations in the analyzed regions (“scanning meth-
ods”) as opposed to identifying known mutations already characterized at the nucleotide level.
Scanning procedures represent a cost-effective alternative to nucleotide sequencing, but usu-
ally at a price of an inferior detection rate. The former group of techniques includes procedures
based on conformation polymorphism changes, denaturing gradient gel electrophoresis, con-
stant denaturant capillary electrophoresis, mismatch repair, and RNAse cleavage methods. The
latter group, exemplified by allele-specific hybridization or amplification, primer extension,
oligonucleotide ligation assay, and ligase chain reaction is specific for previously identified
mutations/polymorphisms or a set of nucleotide alterations.

2. Single-Strand Conformation Polymorphism Analysis
Single-strand conformation polymorphism (SSCP) analysis (1,2) is one of the simplest scan-

ning techniques for detecting unknown mutations. Variation in a DNA sequence is detected by
alterations in the conformation of denatured DNA fragments. Denatured DNA fragments are
allowed to renature under conditions that prevent the formation of double-stranded DNA and
allow higher-order structures to form in single-stranded fragments. These fragments are then
run through nondenaturing polyacrylamide gels to detect variations in these structures that are
manifested as mobility shifts (3) (see Fig. 1). The term PCR-SSCP refers to a polymerase chain
reaction (PCR)-amplified product analyzed by SSCP.

The SSCP analysis is useful for detecting microlesions, such as single-base substitutions,
small deletions, small insertions, or microinversions. These changes constitute the majority of
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disease-causing mutations, and this has undoubtedly contributed to the popularity of SSCP
analysis among the mutation-screening methods. SSCP requires no special equipment, is simple
to use, and mutant DNA fragments can be isolated for further analysis. However, the efficient
mutation detection is limited to shorter fragments, and some mutations, such as large, heterozy-
gous insertions or deletions encompassing the amplified region, are likely to go undetected.

3. Sensitivity of PCR-SSCP
Unlike denaturing gradient gel electrophoresis, there is no adequate theoretical model for

predicting the three-dimensional structure of single-stranded DNA under a given set of condi-
tions (3). Is it still possible to determine how sensitive SSCP analysis is for a sequence of
interest?

Fig. 1. Single-strand conformation polymorphism analysis.
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As a rule of thumb, the detection rate of microlesions should be more than 85% for frag-
ments shorter than 300 bp using a single SSCP run (4). The sensitivity of PCR-SSCP depends
on the following factors:

1. The mutation pattern in the target sequence.
2. Size of DNA fragments and its GC content.
3. Gel temperature.
4. Gel matrix composition.
5. Buffer composition (ionic strength and pH).
6. DNA concentration.

Disease genes containing small insertions/deletions and single-base substitutions perform
generally better in SSCP analysis than those with a mutation pattern dominated by large dele-
tions (5). The examination of β-globin, TP53, and rhodopsin mutations suggested that the type
of mutation (transition vs transversion) did not play a major role in SSCP sensitivity (6).
Although the position/type of base substitution does not seem to significantly contribute to the
detection rate either (6,7), the sequence flanking mutated residues is likely to influence sensi-
tivity (8). In tumor samples, SSCP is able to identify mutations against the background of 85–
95% of the wild-type allele (9), a figure sufficient to identify clonal changes in solid tumors
that contain a substantial proportion of normal cells.

Single-strand conformation polymorphism sensitivity was found to vary dramatically with
the size of the DNA fragments analyzed, with the optimal size at about 150 bp and a substantial
decline of sensitivity for fragments larger than 300 bp (4,6,7,10). However, the extent of such a
decrease of the detection rate has been difficult to measure, because sensitivity is influenced by
multiple factors. A blind quality control study of fragments larger than 450 bp reported a detec-
tion rate of 84% (10), and an even higher proportion of mutations was found by running
amplicons sized between 300 and 800 bp in low-pH buffer systems (11). Because a single base
change contributes less to the tertiary structure in a larger fragment than in a small one, the
probability of detecting a base substitution in amplicons larger than 300 bp is generally lower
than for optimally sized fragments. A restriction endonuclease digestion may help achieve a
suitable fragment size if the initial amplicon is too large, but this extra step may be costly when
analyzing multiple samples.

The sensitivity of SSCP detection was found to be greater in templates with high GC
content, which might be the result of an intricately folded strand resulting from more hydro-
gen bonds in such DNA (12). The ratio cytosine/adenosine was reported to correlate with the
optimal electrophoretic temperature (13), with a suggested formula for optimal gel tempera-
ture ([80°C/(A+1)]/{k+[C/(A+1)]}), in which the coefficient k may need to be experimentally
derived. The use of a temperature gradient in the 15–25°C interval may favor conformational
transitions in mutated samples and increase the detection rate (14). Temperature should be
controlled during electrophoresis, as an excessive current may generate heat, resulting in the
disappearance of mobility shifts (8). Multiple gels run at different temperatures are likely to
increase sensitivity, and room and cold temperatures around 5°C have been recommended
most commonly (4,15).

Optimized polyacrylamide concentrations and crosslinking should be used for SSCP gels
(4,8). The most suitable matrix appears to be a crosslinked acrylamide polymer with low
crosslinking values (%C, mass of the cross-linkers/mass of all monomers and crosslinkers per
100 mL volume), ranging between 1.3% and 2.6% (8). Adding glycerol to SSCP gels was
found to improve the detection rate, probably by reducing the pH of the Tris-borate buffer
through the reaction of glycerol and the borate ion or weakening electrostatic repulsion between
the negatively charged phosphates in the DNA backbone, leading to a greater stabilization of
the tertiary structure (11). The sensitivity of SSCP analysis might also be increased using low-
viscosity hydroxyethylcellulose and neutral pH of the running buffer (14).

As the higher-order structure of nucleic acids depends on the entire sequence of the am-
plified DNA, the sensitivity of SSCP analysis is likely to vary from one fragment to another.



76 Vorechovsky

The finding that a shift of a mutated fragment is detected only under certain physical condi-
tions has led to the use of multiple gels with varying running parameters to increase sensitiv-
ity (4,16). It is also convenient to combine SSCP with other methods of mutation detection,
particularly heteroduplex analysis (HA) (17). HA detects mutations by virtue of the altered
electrophoretic mobility of a DNA fragment containing one or more mismatched bases (het-
eroduplex) vs a fragment of identical sequence consisting of two complementary DNA
strands (homoduplex). Not only do both techniques require similar equipment and gels, but,
unlike for SSCP, the nature of the mismatched basepairs appears to be the overriding deter-
minant for the ability to detect mutations, with the magnitude of separation G:G/C:C > A:C/
T:G = A:G/T:C > A:A/T:T (12).

In practice, the most commonly altered variables are polyacrylamide and buffer concentra-
tions, use of an alternative gel matrix such as the MDE gels, gel temperature (5–25°C), and
glycerol concentration (0–10%) in the gel matrix. All of these variables are likely to interact to
determine the final detection rate and should be controlled (12). Excessive amounts of loaded
DNA (e.g., because of insufficient labeling of fragments), inappropriate pH of the gel, a high
voltage leading to gel overheating, and PCR products with spurious bands are among the most
common mistakes of inexperienced users.

Polymerase chain reaction may involve the incorporation of a label, either directly into the
product or via an isotopically or nonisotopically labeled oligonucleotide primer. Alternatively,
DNA fragments can be visualized after electrophoresis (e.g., by silver staining). PCR should be
tested using an agarose gel before running SSCP gels to see if the product is clean. PCR prod-
ucts with spurious bands, particularly those larger than the amplicon, may interfere with the gel
interpretation and should be avoided. A meticulous computer-assisted oligonucleotide primer
design (http://www.hgmp.mrc.ac.uk/GenomeWeb/nuc-primer.html) for PCR will pay off.

Loading different amounts of PCR products may result in altered mobilities of DNA frag-
ments and this may lead to difficulties in evaluating SSCP patterns. Differential signal intensi-
ties from individual samples are generally associated with a suboptimal detection rate and every
effort should be made to normalize the well-to-well signal. If the efficiency of PCR is markedly
different from sample to sample (e.g., because of the presence of enzyme inhibitors following
DNA extraction from some paraffin-embedded tissues), the initial amount of the template can
be further adjusted.

The absence of any shifts does not automatically translate into the absence of mutations/
polymorphisms in the analyzed sample. Because SSCP does not have a very high exclusion
power, negative results of PCR-SSCP mutation screening need cautious interpretation.

4. Clinical Significance of SSCP
The PCR-SSCP is a rapid, simple, and cost-effective scanning method for mutation detec-

tion. It is particularly useful for the initial screening of optimally sized PCR-amplified frag-
ments for point mutations, small deletions, and insertions. It serves well as an inexpensive
method of choice in situations in which the detection rate is not required to be absolute and in
laboratories with no special equipment for identifying nucleotide alterations. SSCP has been
used to detect mutations in DNA or reverse-transcribed RNA (complementary DNA) samples
in a large number of human disease genes as well as in tumor-derived material. The method can
be applied to both Mendelian and complex diseases and is suitable for use in prenatal diagnosis.
It has been successfully used for genotyping not only human samples but also microbial and
parasitic pathogens. In combination with other techniques for mutation detection discussed in
this book, SSCP provides a sensitive and specific tool for testing any nucleotide sequence for
mutations and polymorphisms. The wise choice of the most appropriate procedures is a crucial
step for the successful identification of molecular changes underlying genetic disorders, carrier
status, pathogen genotypes and susceptibility to complex traits including cancer.
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Denaturing Gradient Gel Electrophoresis (DGGE)

Jeroen H. Roelfsema and Dorien J. M. Peters

1. Introduction
Denaturing gradient gel electrophoresis (DGGE) is a robust method for point mutation

detection that has been widely used for many years (1). It is a polymerase chain reaction (PCR)-
based method, the principle being the altered denaturing temperature of a PCR product with a
mutation compared to the wild-type product (see Chapter 6). PCR performed on DNA of an
individual with a point mutation in one of two genes will lead to a mixture of different products.
PCR products from both the wild-type gene and the mutated gene will be formed. These are
known as the homoduplex products. The difference in melting temperature between these two
products, however, is subtle. Another type of product, heteroduplexes, consisting of a wild-
type strand combined with a mutant strand of DNA, will also be formed during the last cycles
of the reaction. The real strength of DGGE lies in the fact that the heteroduplex PCR products
will have much lower melting temperatures compared to the homoduplex PCR products, be-
cause the heteroduplexes have a mismatch (see Fig. 1).

To visualize the different melting temperatures of these homoduplexes and heteroduplexes,
the products should be run on an acrylamide gel with a gradient of denaturing agents: urea and
formamide. These denaturing agents alone are not sufficient. In addition, the gel should be run
at a high temperature, usually 60°C. During electrophoresis, the PCR products will run through
the gel as double-stranded DNA until they reach the point where they start to denature. Once
denatured, the PCR products could continue running through the gel as single-stranded DNA,
but the fragments have to remain precisely where they denatured. To achieve this, a so-called
GC clamp is attached, to prevent complete denaturing. This GC clamp is a string of 40–60
nucleotides composed only of guanine and cytosine and is attached to one of the PCR primers.
PCR with a GC clamp results in a product with one end having a very high denaturing tempera-
ture. A PCR product running through a DGGE gel will, therefore, denature partially. The GC
clamp remains double stranded. The fragment will form a Y-shaped piece of DNA that will
stick firmly at its position on the gel.

2. Practical Steps
2.1. Designing the PCR Products

The melting characteristics of PCR products screened for point mutations are crucial for
DGGE. It is important that the fragment, when it reaches the critical point in the gel, denatures
immediately, instead of slowly denaturing at one end and progressing with this process as the
product runs deeper in the gel. Such a slow-melting process will result in fuzzy bands or smears,
rendering mutation detection impossible. Because the melting characteristics are vital for suc-
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cess, primers to amplify the target should be chosen with great care. With this aim, special
software that analyzes the melting curves of possible PCR products is used for primer selec-
tion. A number of programs are available for various platforms, either commercially (e.g.,
Winmelt from Bio-Rad Laboratories and Meltingeny from Ingeny International) or for free.
There are websites where a sequence can be analyzed online as well. The experimenter will
usually see a rather irregular melting curve when analyzing a target sequence. Attachment of a
GC clamp of 40–60 nucleotides most often flattens this curve dramatically (see Fig. 2). The
curve should be flat within a range of 1°C. Of course, the melting temperature around the GC
clamp is very high. If attaching a GC clamp at one side does not flatten the curve, one should
try attaching it to the other side, because for DGGE, it does not matter whether the GC clamp is
attached to the forward or to the reverse primer. The selection process involves trying various
combinations of forward and reverse primers to find products with a good flat curve and prim-
ers that will work well together in a PCR. DGGE products typically range from 200 to 400 bp.
It is difficult to find the correct melting curve for products longer than 400 bp.

The length of the GC clamp also alters the melting behavior of the entire product. A GC
clamp of 55 nucleotides (nt) is routinely used but sometimes 60 nt are necessary, especially
with GC-rich sequences. Eventually, most target sequences will produce a good, flat curve in
the computer analysis. However, there are troublesome sequences for which one has to use
some tricks (2). For instance, if the melting curve of a product goes down at the end without a
GC-clamp, one can attach a second, smaller GC clamp. This is known as bipolar clamping.
Strings of 8–20 nt are used in the rare cases where this is needed. Special attention is also
required for GC-rich sequences for which the melting curve does not make a sharp turn where
the GC clamp starts, but climbs to a higher melting temperature as it gets closer to the GC

Fig. 1. Diagram of a DGGE gel and the actual result. During PCR, two homoduplex and two
heteroduplex PCR products will be formed, as shown in the diagram. All four types of product
will have different melting temperatures and will, therefore, melt at different positions in a
gradient gel. The two heteroduplex products will melt earlier than the two homoduplex prod-
ucts because of their mismatch. On the gel, an example of a mutation resulting in four bands on
a DGGE is visible. This is a de novo mutation in the gene coding for CREB-binding protein in
a patient with Rubinstein–Taybi syndrome. The two adjacent lanes contain the wild-type prod-
ucts from the parents of the patient.
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Fig. 2. Melt maps made with the program Meltingeny (Ingeny International): (A) The melt
map of the PCR product without the attachment of a GC clamp. (B) The melt map with the GC
clamp attached to the right side (cgcccgccgcgccccgcgcccggcccgccgcccccgcccgcgcccccggcccggg).
The curve reveals a number of different melt domains. It is unlikely that this product would be
successful in DGGE analysis. (C) The map with the GC clamp attached at the left side of the
product. Now, only two melt domains remain: the high-melt domain of the sequence of the GC
clamp and the lower-melt domain of the target sequence. Note that the curve is completely flat.
Obviously, the GC clamp at the left side should be chosen.
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clamp. Here, the addition of a few A’s and T’s between the GC clamp and the annealing part of
the primer may cause a sharp turn in the curve.

As mentioned above, a GC clamp consists of 40–60 guanines and cytosines. Using a GC
clamp with a sequence that has been proven to work in practice is recommended. Designing
your own GC clamp may prove difficult, perhaps resulting in a GC clamp that forms a very
stable hairpin structure during PCR. Several melting prediction programs offer a sequence of a
GC clamp. Performing a PCR using primers with a GC-clamp does not require special arrange-
ments. The protocol is the same as any other PCR and there are no changes in annealing or
denaturing temperatures.

Denaturing gradient gel electrophoresis is a very suitable method for mutation screening on
genomic DNA, because the majority of exons are shorter than 400 bp and can be analyzed as
one fragment. Methods that can screen larger fragments thus offer little advantage for small
exons. Over the years, mutation analysis in many genes has revealed a large number of muta-
tions affecting the consensus splice sites (3). Primers in the intronic sequences flanking the
exons are, therefore, selected in such a way that the splice sites are screened as well as the
exonic sequence. The remainder of the intron is much less likely to harbor deleterious muta-
tions, but is more likely to contain harmless polymorphisms when compared to coding
sequences. Therefore, it is wise not to include too much intronic sequence within the DGGE
fragment.

2.2. Visualization of Mutations

To separate the homoduplexes and heteroduplexes, DGGE fragments are run on acrylamide
gels. Gels with 9% acrylamide ensure sharp bands and are easy to handle. To pour these gradi-
ent gels, two types of stock solution are used: 9% 37.5 : 1 acrylamide/bisacrylamide in 0.5X
TAE and the same stock solution with 7 M urea and 40% formamide. The former is called 0%
denaturant and the latter is called 100% denaturant.

Gradients from 100% to 0% are rarely used because, in such a broad gradient, the denaturing
points of the homoduplexes and heteroduplexes would probably be very close to each other;
therefore, a range of 30% for the gradients is recommended. To select a urea/formamide gradi-
ent, the predicted melting temperature (Tm) of a product as obtained from the computer analysis
is used in the empirical formula Tm × 3.2–182.4 = % denaturant. The melting point is posi-
tioned approximately in the center of the gel by simply adding and subtracting 15% from this
calculated urea/formamide concentration to obtain the desired 30% gradient. Acrylamide gels
with gradients of urea and formamide are poured using a simple gradient mixer that consists of
two reservoirs that are connected at the base with a short tube. Such a system is widely used for
pouring all types of gradient.

The first electrophoresis run for a product is on a so-called time-travel gel on which the
DGGE products are loaded at 15- to 20-min time intervals in consecutive lanes of the gel. After
the electrophoresis run, the denatured products in all lanes should be at the same height in the
gel, regardless of what time they were loaded. If this is not the case, then the system probably
has to be redesigned (see Fig. 3). If a product does not result in sharp bands or gets stuck at a
position too high or too low in the gel, the gradient used should be adjusted.

Technically, the most challenging problem with DGGE experiments is performing the elec-
trophoresis at 60°C. There are various possible methods to achieve a temperature of 60°C, but
usually the glass plates, with the acrylamide gel in between, are submerged in a tank of water
that is heated to a constant temperature with the help of a thermostat. There are a number of
commercially available systems with total equipment kits suitable for DGGE, in which the
lower buffer chamber forms the water bath that is heated. The electrophoresis is usually per-
formed overnight at 90 V in 0.5X TAE buffer, but shorter runs during the day with higher
voltages are possible. After electrophoresis, the gels are soaked in a 0.5X TAE solution con-
taining ethidium bromide to visualize the DNA fragments.
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3. Applications of DGGE
Denaturing gradient gel electrophoresis is a method to identify small mutations (e.g., point

mutations). The definition of a point mutation is the transition or transversion of one nucleotide
into another. However, there are more types of small mutation such as deletions or insertions of
one or more nucleotides that can be identified by DGGE as well. In fact, these mutations will
cause a large difference in melting temperatures in both the homoduplexes and the heterodu-
plexes and can therefore be seen quite clearly on the gels.

As mentioned earlier, DGGE products typically range from 200 to 400 bp, making DGGE
well suited for analyzing exons in genomic DNA, although DGGE can be applied to RNA
screening as well. However, RNA is more vulnerable to degradation than DNA and requires
conversion into complementary (cDNA). Scanning for mutations in genes involved in heredi-
tary disorders is therefore often done on genomic DNA for both diagnostic purposes and for
research. For instance, DGGE is widely applied in the analysis of the various genes involved in
hereditary colorectal cancer such as APC, MSH2, MSH6, MLH1, and so forth (4–6).
Presymptomatic diagnosis is particularly important with a potentially lethal disease such as
colorectal cancer that can be treated. Mutation analysis has revealed that in families with

Fig. 3. Time travel gels for two different PCR products. In each gel, the same product is
loaded at four different time-points. A good result is shown in (A). In (B), however, the bands
do not stay at the same position in the gel. Note the fuzzy bands. This is a clear example of a
product that denatures slowly and is, therefore, probably not suitable for DGGE analysis.
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colorectal cancer, the mutation is often unique. Obviously, screening a family for an unknown
mutation requires a technique, such as DGGE, that is tried and proven, particularly when the
stakes are very high. However, for research purposes, reliability is important as well. Investiga-
tion into types of mutation requires that the screening will reveal almost all point mutations so
that an unbiased analysis of the mutation spectrum can be made.

Duchenne muscular dystrophy is caused by mutations in a huge gene, coding for dystrophin,
on chromosome X. Most of these mutations are large deletions or duplications, but approx 30%
of the mutations are point mutations somewhere in 1 of the more than 70 exons, or their flank-
ing splice sites (7). To increase the speed of the screening procedure, the PCR products are
grouped together, ranging from three to six fragments and run in one lane. Of course, this
multiplexing technique is not limited to the large genes. An example is the α-1-antitrypsin
gene. The entire gene can be screened using two multiplex amplification reactions. The prod-
ucts of both reactions can be analyzed on the same gel, thus allowing the rapid screening of a
large number of individuals (8).

The primary strength of DGGE is its ability to easily detect the heteroduplexes that will be
formed if a mutation is present. During the screening for mutations in genes that are involved in
dominant hereditary diseases, the heteroduplexes will be formed during PCR. However, is
DGGE applicable to recessive hereditary diseases? Cystic fibrosis is one of the most frequently
inherited recessive diseases known. Mutation detection performed since the identification of the
CFTR gene in 1989 has revealed that a few mutations are frequent, most notably the ∆508
mutation, a deletion of three nucleotides causing an in-frame deletion of amino acid
phenylanaline on position 508 (9). Such a frequent mutation is often analyzed by other methods,
designed to screen for specific mutations that are known. For the remainder of the mutations that
are rare and may never have been identified previously, DGGE is very well suited. The fact that
cystic fibrosis is a recessive gene does not hamper screening for the simple reason that DNA
obtained from the parents of an affected child will usually be screened. These parents are het-
erozygote carriers of a mutation. Nevertheless, screening patients can be done without many
problems, because rare mutations are seldom found in both genes. However, one has to be aware
that homozygosity of rare mutations will be found much more frequently in communities that
are isolated by geographical or cultural conditions. Even then, careful analysis of DGGE gels
will also reveal the homozygote mutations in the majority of cases. It is, however, possible to
mix the DNA that is screened with DNA from unaffected individuals in order to create heterodu-
plexes. From a technical point of view, there is no difference between a recessive disorder and
an X-linked disorder. Again, it is often the heterozygote mothers who are screened.

Point mutation detection is not limited to genetic disorders. It is also applied to tumor
samples. Cancer is caused by a series of mutations in genes and these mutations vary from the
loss of whole chromosome arms to point mutations. The amount of DNA from a surgically
removed tumor may not be great and, depending on the tumor and the DNA isolation method,
DNA may be degraded into relatively small fragments. In general, this will not be a problem for
DGGE because the PCR fragments are usually small anyway. Another problem is the fact that
tumor samples do not solely consist of tumor cells. Blood vessels and connective tissue may be
present as well. Especially, malignant invasive tumors may lead to samples with a high per-
centage of unaffected cells. In our experience, and that of others, DGGE is sensitive enough to
find mutations when present. Typical genes that are often screened in this type of research are
TP53 and K-, N-, and H-RAS (10,11). Mutation detection on the TP53 gene is often limited to
exons 5–8 that are thought to harbor the majority of mutations. However, mutation analysis of
the entire gene has shown that this leads to a neglect of many mutations (12). Immunohis-
tochemistry is often used to investigate the p53 status in tumors. The researcher should be
aware that immunohistochemistry cannot replace DGGE and that DGGE cannot replace immu-
nohistochemistry. Both ways of looking at p53 in tumors are complementary.

An entirely different application for DGGE is to assess the number and types of different
bacteria species. The genes encoding for ribosomal RNA are used as a target because these
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genes are highly conserved among different species. Primers that anneal in the most conserved
parts can be used to amplify the genes in completely different species. Sequence variations in
the less conserved parts of the fragments can be revealed by DGGE and used to identify differ-
ent species. This technique was developed first in microbiological ecology to investigate the
number of species living in soil or water. The method is now also used to assess species of
bacteria living in or on the human body (13,14). One application, for instance, is monitoring
patients treated with antibiotics (15).

Point mutation detection is often performed using either single-strand conformation poly-
morphism (SSCP) analysis or DGGE (16). Both methods have been around for more than a
decade and are relatively inexpensive compared to new, state-of-the-art technologies that usu-
ally require very expensive equipment. Therefore, when does one decide to use SSCP or to use
DGGE? DGGE is a robust method; once optimized for a product, it will work. The results are
very easy to score, because a quick glance on an ultraviolet (UV) illuminator will reveal muta-
tions immediately. The clarity of the results is a very strong advantage of DGGE. Another
strong advantage is the fact that radioactive labels are not needed. SSCP needs radioactive
PCR, or silver staining, and the results are less clear. On the other hand, SSCP takes less time to
optimize compared to DGGE and can be done without an investment in expensive material. It
is also the number of samples that determines the method of choice. For instance, screening
candidate genes with a small number of samples typically calls for SSCP. DGGE is best suited
for screening a large number of samples over a longer period.

After finding an aberrant band on a gel, it is only clear that there is a sequence variation
present within that specific product from that specific sample. The nature or exact location of
the variation is not known. For this, sequencing the PCR product is needed. Why, if sequencing
is needed at the end, is mutation screening not performed using sequencing rather than DGGE?
The answer is twofold. First, DGGE results are very clear. Mutations present in DGGE prod-
ucts can be seen immediately, whereas sequencing requires either very sophisticated software
or very tedious scrutinizing behind the computer. Second, and often the deciding factor, when
large numbers of samples have to be screened, DGGE is less expensive.

Primers are selected in the intronic sequences flanking the exons to screen the entire coding
region and the flanking splice sites as well. Screening exons from genomic DNA with DGGE
products that encompass relatively large pieces of intronic DNA can be cumbersome with some
genes because of the large amount of polymorphisms found in the intronic sequences. Screen-
ing those genes by DGGE will result in samples showing aberrant bands on a gel of which the
majority turns out to be polymorphisms after sequencing. Researchers working on those genes
usually resort to direct sequencing of their samples as a method for point mutation detection.

Denaturing gradient gel electrophoresis is the method of choice if one wants to screen a
large number of samples for unknown mutations. Because radioactive markers are not needed,
it is considered a user-friendly technique. This together with the reliability and the cost-effec-
tiveness are the strong points for DGGE.
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Quantitative Analysis of DNA Sequences by PCR and Solid-Phase
Minisequencing

Anu Suomalainen and Ann-Christine Syvänen

1. Introduction
The PCR technique provides a highly specific and sensitive means for analyzing nucleic

acids, but it does not allow their direct quantification. This limitation is because the efficiency
of PCR depends on the amount of template sequence present in the sample, and the amplifica-
tion is exponential only at low template concentrations (1). Owing to this plateau effect of PCR,
the amount of amplification product does not directly reflect the original amount of template.
Moreover, subtle differences in reaction conditions, such as material from biological samples,
may cause significant sample-to-sample variation in the final yield of the PCR product.

The problem of performing accurate quantitative PCR analyses has been addressed by two
principal approaches. A quantitative PCR result can be obtained by “kinetic PCR,” in which the
amplification process is monitored at numerous times or concentration points (2,3) (see Chap-
ter 25). Most conveniently, the amplification process can be monitored in real time by, for
example, the homogeneous TaqMan 5' nuclease assay or molecular beacon probes using a fluo-
rescence detection instrument (4,5). The other approach, known as competitive PCR, utilizes
an internal quantification standard sequence that is coamplified in the same reaction as the
target sequence (6–8). The efficiency of the amplification is affected by the sequence of the
PCR primers as well as the size and sequence of the template. Therefore, the internal standard
should be as similar to the target sequence as possible to ensure that the ratio of the two se-
quences remains constant throughout the amplification. An ideal PCR quantification standard
differs from the target sequence only at one nucleotide position, by which the two sequences
can be identified and quantified after the amplification. Determination of the relative amounts
of PCR products originating from the target and standard sequences allows calculation of the
initial amount of the target sequence. If two target sequences are present as a mixture in a
sample, it is easy and often sufficient to measure their relative amounts. To determine the
absolute amount of a target sequence, it is necessary to add a known amount of standard se-
quence to the sample before amplification. In this case, a measure of the amount of the ana-
lyzed sample, such as the number of cells or the total amount of DNA, RNA, or protein, is
needed.

We have developed a solid-phase minisequencing method for the identification of point
mutations or nucleotide variations in human genes (9). This method is based on the distinct
detection of two sequences that differ from each other only at a single nucleotide, making the
method an ideal tool for quantitative analysis of DNA (10) and RNA (11) sequences by com-
petitive PCR. In the solid-phase minisequencing method, a DNA fragment containing the vari-
able nucleotide is first amplified using one biotinylated and one unbiotinylated PCR primer.
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The PCR product carrying a biotin residue at the 5' end of one of its strands is captured on an
avidin-coated solid support and denatured. The nucleotides at the variable site in the immobi-
lized DNA strand are then identified by two separate primer extension reactions, in which a
DNA polymerase incorporates a single-labeled deoxynucleotide triphosphate (dNTP) (see Fig.
1). Our first-generation assay format utilizes [3H]dNTPs as labels and streptavidin-coated
microtiter plates as a solid support (12). The results of the assay are numeric counts per minute
(cpm) values expressing the amount of [3H]dNTP incorporated in the minisequencing reac-
tions. The ratio between the cpm values obtained in the minisequencing assay (R value) directly
reflects the ratio between the two sequences in the original sample (see Fig. 2). The method
allows quantitative determination of a sequence that represents less than 1% of a mixed sample;
that is, the dynamic range for the quantitative analysis spans five orders of magnitude (10,14).
Furthermore, because the two sequences differ from each other by a single nucleotide, they are
amplified with equal efficiency during PCR, and the R value obtained is not affected by the
amount of template present in the reaction (see Fig. 3). Consequently, the quantitative analysis
can be performed irrespective of the phase of the PCR process. If two sequences are not present
in the sample itself, quantitation by minisequencing can be done relative to a standard added to
the sample, as described above.

2. Practical Steps
The basic materials and equipment needed for solid-phase minisequencing are available in

most molecular genetics laboratories. Routine contamination-free PCR facilities are needed, as
well as a PCR machine. In addition, microtiter plates with streptavidin-coated wells (e.g.,
BioBind assembly strip; Thermo-Labsystems, Finland) are required, and use of a multichannel

Fig. 1. Principle of the solid-phase minisequencing method. Analyses for two nucleotides
performed in separate wells are shown on the left and right. Top panel: one PCR primer is
biotinylated at its 5' end, resulting in a PCR product carrying biotin at the 5' end of one of its
strands (filled circle). The product is captured in a streptavidin-coated microtiter well and
denatured. Lower panel: A detection step primer hybridizes to the single-stranded template, 3'
adjacent to the variant nucleotide. The DNA polymerase extends the primer with the [3H]-
labeled dNTP if it is complementary to the nucleotide present at the variable site. After wash-
ing, the sample is denatured and the eluted radioactivity expressing the amount of incorporated
label is measured.
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pipet and microtiter plate washer speed up the procedure, but are optional. A shaker at 37°C
and a water bath or incubator at 50°C, as well as a liquid scintillation counter are needed. Exact
descriptions of the materials and methods are in given in ref. 14.

2.1. PCR Primer Design

Initially, PCR primers are designed so that one PCR primer is biotinylated at its 5' end
during its synthesis, using a biotin–phosphoramidite reagent. If oligonucleotides are to be used
as quantification standards (see Subheading 2.2.), the length of oligonucleotides that can be
synthesized with acceptable yields sets an upper limit for the length of the PCR product at
about 80–100 bp. The detection step primer for the minisequencing reaction is an oligonucle-
otide complementary to the biotinylated strand of the PCR product designed to hybridize with
its 3' end immediately adjacent to the variant nucleotide to be detected (see Fig. 1). The detec-
tion step primer should be at least five nucleotides nested in relation to the unbiotinylated PCR
primer.

2.2. Quantification Standards

To accurately quantify a sequence in a sample that contains only one sequence type, a stan-
dard should be designed to differ from the target sequence at the nucleotide to be detected in the
minisequencing reaction (see Fig. 1). To construct a standard curve, a second standard identical
to the target sequence is required. Oligonucleotide standards can be synthesized using a DNA
synthesizer; PCR products or cloned DNA fragments also can be used. First, the molecular
concentrations of the standards have to be determined. The optimal amount of the standard
added to a sample depends on the abundance of the target sequence in the original sample. The
ratio of the target-to-standard sequence should preferably be between 0.1 and 10. If no estimate
of the target sequence is available, it might be necessary to initially titrate the optimal amount

Fig. 2. Solid-phase minisequencing standard curve prepared by analyzing mixtures of two
63-mer oligonucleotides differing from each other at one nucleotide in the mitochondrial
tRNALeu(UUR) gene (16). The Ccpm/Tcpm ratio obtained from the minisequencing reactions is
plotted as a function of the original ratio between two oligonucleotides in the mixtures. (From
ref. 13.)
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of the standard in the analysis (e.g., 102, 104, or 106 molecules). For accurate quantification,
standards representing both sequence variants should be available, and analysis of mixtures of
known amounts of the two standards should be analyzed to construct a standard curve, as dem-
onstrated in Figs. 1 and 2 and Table 3.

2.3. PCR

Polymerase chain reaction follows routine protocols except that the amount of biotin-labeled
primer should be reduced, not to exceed the biotin-binding capacity of the microtiter well. If
high binding capacity is required, avidin-coated polystyrene beads can also be used. The PCR
should be optimized so that one-tenth of the PCR product produces a single visible band after
agarose gel electrophoresis and staining with ethidium bromide.

2.4. Solid-Phase Minisequencing (see Fig. 1)

The detection of biotin-labeled PCR product starts with affinity capture: The PCR product
binds from its 5' biotin to the streptavidin-coated microtiter well. Each nucleotide to be detected
at the variant site needs to be analyzed in a separate well. Thus, minimally two wells are needed
per PCR product. After capture, the wells are washed carefully to remove PCR-derived dNTPs.
Then, the PCR product is denatured in the wells, after which only the biotin-labeled DNA strand
of the PCR product remains attached to the well wall and the complementary strand is washed
off. Next, the minisequencing solution is added. This consists of a thermostable DNA poly-
merase, such as Taq polymerase, in its buffer, supplemented with [3H]-labeled dNTP specific to
the mutation to be detected, as well as a detection step primer, which hybridizes its 3' end adja-
cent to the nucleotide to be detected. If the labeled dNTP matches the variant site, the poly-
merase extends the detection primer with this nucleotide, and the primer becomes [3H] labeled.
After denaturation of the primer, the amount of incorporated nucleotide is measured by a liquid
scintillation counter. The ratio between the cpm values for the two nucleotides detected in sepa-

Fig. 3. Result of the solid-phase minisequencing assay obtained at different PCR cycles and
amounts of template. Mixtures of equal amounts (103, 107, or 1011 molecules) of the same
oligonucleotide as in Fig. 2 were analyzed. The upper panel shows the cpm values obtained in
the minisequencing assay at different PCR cycles, and the lower panel shows the correspond-
ing Ccpm/Tcpm ratios.
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rate wells reflects the ratio between the two sequences in the original sample. Because the spe-
cific activities of [3H]-labeled dNTPs vary, these have to be corrected before calculating the
final ratio. Alternatively, a standard curve can be used to correct for these factors.

Our standard assay format uses [3H]-labeled dNTPs because of their low radioactivity and
high chemical resemblance to natural dNTPs such as polymerase substrates. However, dNTPs
or dideoxy-nucleotides labeled with other isotopes or with fluorophores can also be used. Fur-
thermore, streptavidin-coated microtiter plates made of scintillating polystyrene are available.
These allow direct detection of the extended primer after the minisequencing reaction, but a
scintillation counter for microtiter plates is needed (15).

3. Examples of Applications
3.1. Determination of Allele Frequencies by Quantitative Analysis of Pooled DNA
Samples

We have developed a system for forensic DNA typing, in which a panel of 12 single-nucle-
otide polymorphisms (SNPs) is analyzed by the solid-phase minisequencing method (12). The
statistical interpretation of forensic and paternity testing results requires information on allele
frequencies of the analyzed markers in each particular population. To rapidly obtain this infor-
mation in the Finnish population, we utilized the quantitative nature of the solid-phase
minisequencing method to determine allele frequencies of polymorphic markers by analyzing
pooled DNA samples derived from hundreds of individuals. The ratio between the two
sequences at each polymorphic locus in the pooled DNA samples is equivalent to the allele
frequencies in the population. Table 1 shows the results from the analysis of allele frequencies
of a polymorphism in the PROS1 gene on chromosome 13. A good correlation between allele
frequencies determined from the pooled samples and those determined from about 100 alleles
individually were observed (12). This possibility of determining the allele frequencies of com-
mon SNPs with good accuracy in pooled samples has recently been used in many association
studies as an approach to increase the throughput of genotyping SNP markers. We also have
determined the carrier frequency of a rare disease allele causing recessively inherited
aspartylglucosaminuria in Finland by determining the frequency of the mutant allele (Table 2)
by quantitative analysis of large pooled DNA samples (10).

Table 1
Example of the Determination of the Allele Frequencies of a Polymorphism
in the PROS1 Gene by Quantitative Analysis of Pooled DNA Samples

[3H]dNTP incorporated (cpm)b R value      Allele frequencyc

(Acpm/Gcpm)

Samplea A reaction  G reaction A allele G allele

Pool 1390 2750 1280 2.14 0.59 0.41
Pool 860 2240 1048 2.15 0.59 0.41
Pool 920 2510 1190 2.11 0.58 0.42
Control (AA) 2100 52 40 — —
Control (GG) 96 1930 0.050 — —
Control (AG) 2480 1660 1.49 — —
No DNA 64 39 — — —

aThe numeral gives the number of individuals in each pool. AA, GG, and AG indicate the
genotype of the individual control samples.

bMean values of five (pools) or two (individual controls) parallel assays. The specific activi-
ties of [3H]dATP and [3H]dGTP were 58 and 32 Ci/mmol, respectively.

cThe allele frequencies determined from 50 individual samples were 0.61 (A) and 0.39
(G) (12).
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3.2. Detection of Heteroplasmic Point Mutations of Mitochondrial DNA

Disease-causing point mutations of mitochondrial DNA (mtDNA) are most often
heteroplasmic; that is, the tissues of patients contain both mutant and normal mtDNA. The
solid-phase minisequencing method is particularly useful for detecting heteroplasmic mtDNA
mutations, allowing both identification and quantification of the mutation in the same assay.
Using this method, we have observed a correlation between the degree of heteroplasmy and the
severity and age of disease onset in two mitochondrial disorders associated with mtDNA point
mutations (13,16) (Table 3). Furthermore, a decline of a mutant mitochondrial DNA popula-
tion was shown to occur during aging (17,18). The method is widely used in clinical DNA
diagnosis laboratories for routine detection of point mutations.

3.3. Determination of Gene Copy Numbers

We have developed an alternative method to the widely used fluorescence in situ hybridiza-
tion techniques in the determination of the copy number of human genes. The copy number of
the aspartylglucosaminidase gene, located on the chromosome 4q, was determined by solid-
phase minisequencing in the samples of three patients with either deletions or duplications
involving the distal region of chromosome 4q. A known amount of DNA from a patient ho-
mozygous for a mutation in the marker gene was mixed with the DNA samples to be analyzed
to serve as an internal standard, and the relative amount of normal sequence was determined by
the solid-phase minisequencing method (19). This application demonstrates the suitability of
the method for determining monosomies, trisomies, and loss of heterozygosity, provided that a
DNA standard containing a suitable polymorphism is available.

3.4. Identification of Mixed Samples

The R values obtained by solid-phase minisequencing, when individual genomic DNA
samples are analyzed for a variable nucleotide, fall into three distinct categories that unequivo-
cally define the genotype of the sample. R Values falling outside of these three categories that
normally differ from each other by a factor of 10 suggest the presence of contaminating DNA
in the sample (12). The ability of the method to identify a mixed sample is an advantage in
forensic analyses, where stain samples could contain DNA from several individuals, as well as
in prenatal diagnosis, where placental biopsy samples could contain contaminating maternal
DNA, and for mutation analysis in tumor samples that could contain normal DNA. Recently,
we have utilized the possibility of quantitative genotyping of mixed samples to monitor the
success of allogenic stem cell transplantation in leukaemia patients. In this application, the
change of each patient’s blood cell genotypes to that of the donor were assessed quantitatively
after the transplantation (20).

Table 2
Determination of the Copy Number of the Aspartylglucosaminidase Gene

Deduced AGA
Karyotype of sample Ccpm/(Ccpm + Gcpm) gene copy number

46,XY,-4,+der(4) t(4;12) 0.28–0.33a 1
(q31.3;pl2.2)mat

46,XX,del(4)(q33) 0.26–0.32a 1
46,XX,-21,+der(21) t(4;21) 0.63–0.70a 3

(q28;p13)mat
Controlsb 0.50–0.54 2

aRange of variation of five parallel assays.
bDNA from individuals heterozygous for the target nucleotide in the aspartylglucosaminidase

gene.
Source: ref. 19



Quantitative Analysis of DNA 93

3.5. High-Throughput Genotyping of SNPs

Single-nucleotide polymorphisms (SNPs) are the most abundant form of genetic variation,
occurring approx every 1–2 kb in the human genome (21) (see Chapter 42). New assay formats
with low reagent costs are required for highly multiplexed SNP genotyping, which is becoming
of increasing importance in association studies of complex disorders. Solid-phase
minisequencing meets that challenge when adapted to a microchip format (22). In this format,
minisequencing primers, or tags homologous to the detection primers, are attached on a glass
chip, and the detection of minisequencing reaction is based on the incorporation of a fluores-
cent dye. The microarray-based minisequencing allows simultaneous, quantitative analysis of
up to 100 SNPs in 56 samples per microscope slide, detecting 2% of the minority alleles (23).

In conclusion, solid-phase minisequencing is an accurate high-sensitivity, low-cost, high-
throughput method applicable to a routine molecular genetic laboratory for single-nucleotide
detection. It is widely used in DNA diagnostic laboratories for nuclear gene mutation detection
as well as relative quantification of mitochondrial DNA mutations. It also is applicable to the
microarray format for efficient screening and genotyping of SNPs.

References
1. Syvänen, A.-C., Bengtström, M., Tenhunen, J., and Söderlund, H. (1988) Quantification of poly-

merase chain reaction products by affinity-based hybrid collection. Nucleic Acids Res. 16,
11,327–11,338.

2. Murphy, L. D., Herzog, C. E., Rudick, J. B., Fojo, A. T., and Bates, S. E. (1990) Use of the poly-
merase chain reaction in the quantitation of mdr-1 gene expression. Biochemistry 29, 10,351–10,356.

3. Noonan, K. E., Beck, C., Holzmayer, T. A., et al. (1990) Quantitative analysis of MDR1 (multidrug
resistance) gene expression in human tumors by polymerase chain reaction. Proc. Natl. Acad. Sci.
USA 87, 7160–7164.

4. Livak, K. J., Flood, S. J., Marmaro, J., Giusti, W., and Deetz, K. (1995) Oligonucleotides with
fluorescent dyes at opposite ends provide a quenched probe system useful for detecting PCR prod-
uct and nucleic acid hybridization. PCR Methods Appl. 4, 357–362.

Table 3
Example of the Result of a Solid-Phase Minisequencing Analysis of Mixtures
of Two 63-Mer Oligonucleotides Differing from Each Other at One Nucleotide
in the Mitochondrial tRNALeu(UUR) gene

Ratio of
wild-type sequence R value
to mutated sequence Tcpm (wt oligo)a Ccpm (mut oligo)b (Ccpm/Tcpm)

Wild type 3110 44 0.014
50 : 1 3640 190 0.05
20 : 1 2780 420 0.15
10 : 1 2830 730 0.26
4 : 1 2520 1690 0.67
1 : 2 1650 2810 1.7
1 : 4 790 3630 4.6
1 : 10 350 3790 10.8
1 : 20 210 4760 22.7
1 : 50 120 4800 40.0
Mutant 43 4580 106.5
H2O 41 23 —

aThe specific activities of the [3H] dNTPs: dTTP=126 Ci/mmol; dCTP=67 Ci/mmol.
bIn this case, two [3H] dCTPs were incorporated into the mutant sequence.
Source: ref. 13.



94 Suomalainen and Syvänen

5. Tyagi, S. and Kramer, F. R. (1996). Molecular beacons: probes that fluoresce upon hybridization.
Nat Biotechnol. 14, 303–308.

6. Chelly, J., Kaplan, J. C., Maire, P., Gautron, S., and Kahn, A. (1988) Transcription of the dystrophin
gene in human muscle and non-muscle tissue. Nature 333, 858–860.

7. Wang, A. M., Doyle, M. V. and Mark, D. F. (1989) Quantitation of mRNA by the polymerase chain
reaction. Proc. Natl. Acad. Sci. USA 86, 9717–9721.

8. Gilliland, G., Perrin, S., Blanchard, K., and Bunn, H. F. (1990) Analysis of cytokine mRNA and
DNA: detection and quantitation by competitive polymerase chain reaction. Proc. Natl. Acad. Sci.
USA 87, 2725–2729.

9. Syvänen, A.-C., Aalto-Setälä, K., Harju, L., Kontula, K., and Söderlund, H. (1990) A primer-guided
nucleotide incorporation assay in the genotyping of apolipoprotein E. Genomics 8, 684–692.

10. Syvänen, A.-C., Ikonen, E., Manninen, T., et al. (1992) Convenient and quantitative determination
of the frequency of a mutant allele using solid-phase minisequencing: application to
aspartylglucosaminuria in Finland. Genomics 12, 590–595.

11. Ikonen, E., Manninen, T., Peltonen, L., and Syvänen, A.-C. (1992). Quantitative determination of
rare mRNA species by PCR and solid-phase minisequencing. PCR Methods Appl. 1, 234–240.

12. Syvänen, A.-C., Sajantila, A., and Lukka, M. (1993). Identification of individuals by analysis of
biallelic DNA markers, using PCR and solid-phase minisequencing. Am. J. Hum. Genet. 52, 46–59.

13. Suomalainen, A., Majander, A., Pihko, H., Peltonen, L., and Syvänen, A.-C. (1993) Quantification
of tRNA3243(Leu) point mutation of mitochondrial DNA in MELAS patients and its effects on
mitochondrial transcription. Hum Mol Genet, 2, 525–534.

14. Suomalainen, A. and Syvänen, A.-C. (2000) Quantitative analysis of human DNA sequences by
PCR and solid-phase minisequencing. Mol. Biotechnol. 15, 123–131.

15. Ihalainen, J., Siitari, H., Laine, S., Syvänen, A.-C., and Palotie, A. (1994) Towards automatic detec-
tion of point mutations: use of scintillating microplates in solid-phase minisequencing.
BioTechniques 16, 938–943.

16. Suomalainen, A., Kollmann, P., Octave, J. N., Söderlund, H., and Syvänen, A.-C. (1993) Quantifi-
cation of mitochondrial DNA carrying the tRNA(8344Lys) point mutation in myoclonus epilepsy
and ragged-red-fiber disease. Eur. J. Hum. Genet. 1, 88–95.

17. Rahman, S., Poulton, J., Marchington, D., and Suomalainen, A. (2001) Decrease of 3243 A�G
mtDNA mutation from blood in MELAS syndrome: a longitudinal study. Am. J. Hum. Genet. 68,
238–240.

18. Olsson, C., Johnsen, E., Nilsson, M., Wilander, E., Syvänen, A.-C., and Lagerström-Fermer, M.
(2001) The level of the mitochondrial mutation A3243G decreases upon ageing in epithelial cells
from individuals with diabetes and deafness. Eur. J. Hum. Genet. 9, 917–921.

19. Laan, M., Grön-Virta, K., Salo, A., et al. (1995) Solid-phase minisequencing confirmed by FISH
analysis in determination of gene copy number. Hum. Genet. 96, 275–280.

20. Fredriksson, M., Barbany, G., Liljedahl, U., Hermanson, M., Kataja, M., and Syvänen, A.-C. (2004)
Assessing hematopoietic chimerism after allogeneic stem cell transplantation by multiplexed SNP
genotyping using microarrays and quantitative analysis of SNP alleles. Leukemia 18, 1–12.

21. Sachidanandam, R., Weissman, D., Schmidt, S. C., et al. (2001) A map of human genome sequence
variation containing 1.42 million single nucleotide polymorphisms. Nature 409, 928–933.

22. Syvänen, A.-C. (1999) From gels to chips: “minisequencing” primer extension for analysis of point
mutations and single nucleotide polymorphisms. Hum. Mutat. 13, 1–10.

23. Lindroos, K., Sigurdsson, S., Johansson, K., Rönnblom, L., and Syvänen, A.-C. (2002) Multi-
plex SNP genotyping in pooled DNA samples by a four-colour microarray system. Nucleic Acids
Res. 30, e70.



Capillary Electrophoresis of DNA 95

95

From: Medical Biomethods Handbook
Edited by: J. M. Walker and R. Rapley © Humana Press, Inc., Totowa, NJ

10

Introduction to Capillary Electrophoresis of DNA

Biomedical Applications

Beatriz Sanchez-Vega

1. Principles of Capillary Electrophoresis
Capillary electrophoresis (CE) separations are carried out inside a capillary tube, which usu-

ally has a diameter of 50 µm to facilitate temperature control. The length of the capillary differs
in different applications, but it is typically in the region of 20–50 cm. The capillaries most
widely used are fused silica covered with an external protective coating. A small portion of this
coating is removed to form a window for detection purposes. The ends of the capillary are
dipped into reservoirs filled with the electrolyte. Electrodes made of an inert material such as
platinum are also inserted into the electrolyte reservoirs to complete the electrical circuit. The
capillary is filled with running buffer, one end is dipped into the sample, and an electric field
(electrokinetic injection) or pressure is applied to introduce the sample inside the capillary.
Migration through the capillary is driven by application of a high-voltage current (10–30 kV).

The molecules are detected as they pass through the window at the opposite end of the
capillary. The most frequently used detector is laser-induced fluorescence (LIF), which detects
fluorochromes attached to the DNA molecules; alternative detectors include ultraviolet (UV)
absorbance and fluorescence. Given the short path, detection requires monitoring by sensitive
equipment such as charge-coupled device (CCD) cameras. The detectors are interfaced with
computers responsible not only for collecting and displaying the data but also for maintaining
the timing between filter wheels and controling timing exposures, readouts of the CCD cam-
eras, and run-time processing of the CCD images and spectral data. The molecules are detected
as fluorescent peaks as they pass through the detector. An electropherogram, which is a plot of
the detector response with time, is generated. Because the area of each peak is proportional to
the concentration of the DNA molecule, integrated peak areas are routinely used for
semiquantification due to their greater dynamic range than peak heights (see Fig. 1).

Analysis times are in the range of 3–30 min, depending on the complexity of the separation.
Modern instruments are relatively sophisticated and may contain fiber-optical detection sys-
tems, high-capacity autosamplers, and temperature-control devices.

Separation of DNA fragments by CE has advantages over the classical slab gel–based sepa-
rations in terms of speed and resolution, especially now that instruments that can run more than
one sample at a time are available. The principle behind DNA sequencing by an instrument
with many capillaries is identical to that of using a single capillary, although the design of the
sheath flow cuvet and the fluorescence detection systems is considerably more complicated. At
present, 8-, 16-, 48-, 96-, and 384-capillary instruments are commercially available for DNA
analysis.
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1.1. Capillary Gel Electrophoresis

There is a special situation for biopolymers such as RNA, DNA, or sodium dodecyl sulfate
(SDS)–loaded proteins, which have a constant charge-to-size ratio, that is, the increase in the
charge is directly related to the increase in size of the molecule. Molecules with a constant
charge-to-size ratio may have very similar electrophoretic mobilities, so no electrophoretic
separation occurs in free solution. In these cases, separations are performed in capillaries filled
with a gel solution. In capillary gel electrophoresis (CGE), a sieving effect occurs as solutes of
various sizes migrate through the gel-filled capillary toward the detector. Smaller ions are able
to migrate quickly through the gel, whereas larger ions become entangled in the gel matrix,
reducing their migration rate.

Initially, the gels used in CGE were polyacrylamide covalently bonded to the capillary wall.
These fixed gels suffered, however, from problems of shrinkage and blockage and could have
relatively short lifetimes. In addition, if sample components contaminated the gel, it could not
be reused and would have to be discarded. There has been a recent tendency, therefore, to use
pumpable gel solutions, which can be used to fill the capillary with a noncross-linked liquid gel
matrix in which pores are created by the tangling of long linear polymers. These have the
advantage of being introduced into the capillary under low pressure, extending the life of the
capillary. The use of liquid gels also allows replacement of the gel between injections, reducing
the contamination problems encountered with fixed gels.

1.2. Resolution

Good resolution in CE data means achieving sharp peaks and optimal separations between
peaks. Peak spacing is the separation distance multiplied by the intrinsic velocity difference
between two distinct molecules. This intrinsic velocity difference, in turn, is dependent on the
physical properties of the molecule itself and on the separation medium (e.g., composition,
concentration, ionic strength). Diffusion, thermal gradient, and initial peak width are the ma-

Fig. 1. Schematic diagram of a capillary electrophoresis system.
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jor contributors to the peak width. Electric field strength, capillary dimensions, and polymer
concentration, in turn, mainly influence these three factors. Each of these factors is considered
in detail in this chapter.

An increase in electric field strength should lead to a decrease in diffusion due to shorter run
times. It should, however, also lead to an increase in peak dispersion as a result of an increase in
the heat generated when the electric current is applied through the capillary (Joule heat). Thus,
the electric field strength should be 150 V/cm or lower for long sequencing reads. On the other
hand, the diameter of the capillary influences the efficiency in dissipating the Joule heat. The
narrower the capillary, the smaller the thermal gradient and, therefore, the peak width. A reduc-
tion of capillary diameter to less than 50 µm does not improve resolution, indicating that effects
other than the thermal gradient determine the peak width in narrower capillaries.

The small cross-sectional area of the capillary creates the phenomenon of electroendosmo-
sis. Because CE is normally carried out in capillaries made from fused silica, the negatively
charged silanol groups on the surface of the capillary result in a high proportion of unbound,
hydrated positive ions. Although some of these cations are tightly bound to the immobilized
negative charges, the application of an electric field results in movement of the remainder to-
ward the cathode. Since they are hydrated, the consequence is a bulk flow of liquid in the same
direction, termed electroendosmotic flow (EOF). Many of the CE techniques rely on EOF to
pump the solutes toward the detector. The EOF is produced along the entire length of the cap-
illary, generating a constant flow rate at all distances along the capillary. The consequence is
that the solutes are being swept along at the same rate throughout their transport along the
capillary, minimizing sample diffusion.

Separation is improved with increasing polymer concentration, but at the cost of lower mo-
bility and, therefore, increased run times. Low polymer concentrations are useful for fast screen-
ings at low resolution, whereas higher concentrations produce higher resolutions. Whereas in
cross-linked gels the concentration can be lowered easily, in the absence of cross-linking a
decrease in the concentration results in a dilute solution. To compensate for this effect, an
increase in the polymer length will keep the solution well entangled, allowing for low viscosity
at the same time. To cover a large range of separation sizes, it is better to use low polymer
concentrations; therefore, the polymer length must be increased to ensure sufficient entangle-
ment. This leads to a more uniform resolution in function of the DNA size and is especially
important for DNA sequencing, in which long reads are required (1).

When analyzing the same DNA sample with the same parameters under native and denatur-
ing conditions, the resolution is better in the environment that denatures the DNA molecules. If
high resolution is necessary, denaturing conditions (such us the use of formamide in the sample
preparation) should be used.

2. Applications of CE to Biomedicine
Small alterations in DNA sequences of genes lead to many human diseases, such as cancer,

diabetes, heart disease, myocardial infarction, atherosclerosis, cystic fibrosis, and Alzheimer’s
disease. These alterations in DNA sequence include many types of mutations and polymor-
phisms, such as nucleotide substitutions, deletion or insertion of some sequence, differences in
a variable number of tandem repeat (VNTR) locus, and instability of microsatellite repeat
sequences. CGE is a particularly suitable method for carrying out analysis of DNA fragments
for diagnostic purposes. Currently available methods for analysis of mutations and polymor-
phisms include some modified polymerase chain reaction (PCR) techniques, restriction frag-
ment length polymorphism (RFLP), single-strand conformation polymorphism (SSCP), VNTR,
and short tandem repeats (STRs) analysis, and hybridization techniques, as well as PCR analy-
sis itself (see Fig. 2).

Labeled DNA fragments to be analyzed by CE are obtained by the incorporation of fluores-
cent-dye-labeled nucleotides or fluorescent dye-labeled primers during the PCR reaction. The
range of available dyes and the reduction in costs over recent years have allowed modification
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of existing tests to take advantage of the four/five-color detection system and the degree of
automation offered by commercially available CE electrophoresis systems. Four-color, high-
resolution analysis is particularly useful for the rapid mapping of genetic traits, leading to gene
discovery and eventual diagnostic testing. Automation is essential for rapid gene-based muta-
tion analysis in clinical laboratories to screen a large number of DNA samples.

2.1. Post-PCR Fragment Analysis

DNA amplification by PCR has been applied to clinical diagnosis of infectious diseases,
genetic disorders, and cancer. After amplification of the DNA region of interest, the sensitivity
and speed of the method of analysis is crucial in clinical diagnosis. The use of CGE with LIF
detection has been proved to yield better performance than conventional slab gel electrophore-
sis in the clinical laboratory (2) (see Fig. 2A).

2.1.1. Detection of Viral Sequences

The PCR technique is a powerful tool for detecting the presence of a virus earlier than any
discernible antibody response in a person infected with a virus. Detection of specific DNA or
RNA regions of a certain virus genome by multiplex PCR using CE has been applied to the detec-
tion of human immunodeficiency virus (HIV) (3–5), polio virus (6), and hepatitis C virus (7,8).

2.1.2. Detection of Intragene Deletion and Duplication Sequences

Capillary gel electrophoresis has been applied to the analysis of PCR products in the detec-
tion of small gene deletions in several genetic diseases. Examples of this application include
the detection of over 98% of deletions occurring on the dystrophin gene for the diagnosis of
Duchenne muscular dystrophy (9,10),; an 8-bp deletion in exon 3 of the P450c21B gene in
individuals affected by 21-hydroxylase deficiency, a recessively inherited disease (11), and the
∆F508 mutation, a 3-bp deletion in the gene CFTR that is the most frequently mutation found in
individuals affected with cystic fibrosis (12). Another example is detection of the internal tan-
dem duplication (ITD) in the juxtamembrane domain-coding sequence of the FLT3 gene in
acute leukemias. The mutation of this receptor is important in acute myelogenous and lympho-
blastic leukemias because patients with this mutation generally have a poorer prognosis for
survival than patients without it (13) (see Fig. 3).

Fig. 3. Example of post-PCR detection showing the results of amplifying the ITD region of
the FLT3 wild-type (WT) allele in a healthy individual (upper panel) and in a patient with acute
leukemia (lower panel).
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2.1.3. Detection of Gene Rearrangements

Fluorescent PCR combined with CE analysis has been used to identify monoclonal rearrange-
ments in the T-cell receptor (TCR) (14) and immunoglobulin heavy-chain (IgH) (15) genes in
order to detect residual disease in lymphoproliferative disorders. Normal lymphocytes rearrange
the TCR and IgH genes randomly during normal development, thus, a normal polyclonal popula-
tion shows many different rearrangements. Neoplastic cells exhibit a single rearrangement of the
TCR or IgH gene. These rearrangements can be detected by PCR if the amplification is con-
ducted across the sequence where the gene rearranges. Polyclonal samples show a gaussian-like
distribution of the peaks, whereas monoclonal or neoplastic cases display a single predominant
peak. Four or five separate peaks are consistent with oligoclonal populations and almost always
are the result of immunological reactive processes to unknown antigens (see Fig. 4).

2.1.4. Detection of Chromosomal Reorganizations

Chromosomal translocations and inversions are often detected in many types of cancer.
Chromosomal translocations result in juxtaposition of segments from two different genes, giv-
ing rise to a fusion gene that encodes chimeric proteins with transforming activity. In general,

Fig. 4. IgH gene rearrangement results. The electropherograms show (A) a normal polyclonal
B-cell population, (B) a monoclonal peak from a lymphoma patient, and (C) an oligoclonal
population from an immunological reactive process.



102 Sanchez-Vega

both genes involved in the fusion contribute to the transforming potential of the chimeric
oncoprotein (16). CE has been applied to the detection of many fusion transcripts, such as the
bcr/abl transcript in chronic myeloid leukemia (17).

On the other hand, gene activation often results from chromosomal reorganizations that
relocate a proto-oncogene close to the regulatory elements of the IgH or TCR locus. This event
causes deregulation of the proto-oncogene expression, which can then lead to neoplastic trans-
formation of the cell. One of these proto-oncogenes is the BCL-2 gene, which is translocated
close to the regulatory element of the IgH gene in persons with follicular lymphoma. The dif-
ferent PCR products can be resolved by CGE (18).

2.2. Single-Base Extension or Single Nucleotide Primer Extension

Single-base extension (SBE) is a method used for the accurate detection of single-nucleotide
polymorphism variants in transcripts. Standard labeled Sanger dideoxynucleotide terminators
(ddNTP), which lack the 3' hydroxyl group needed for chain elongation, are used in the exten-
sion reaction; as a result, the primer is extended by a single nucleotide. The reaction mixture is
subsequently separated by CGE (19) (Fig. 2B).

For example, Leber’s hereditary optic neuropathy was detected by annealing a primer
immediately 5' to the mutation on the template and extending the primer by one fluorescently
labeled ddNTP complementary to the mutation. By using two or more differently labeled ter-
minators, both the mutant and wild-type sequences could be detected simultaneously (20). In
addition, multiplexed SBE genotyping has been applied to the detection of known point muta-
tions on the p53 gene using three unique primers that probe for mutations of clinical impor-
tance on this gene (21), and to the diagnosis of multiple endocrine neoplasia type 2 by the
analysis of codons 634 and 918 on the RET proto-oncogene (22).

A different field of application is the determination of ovine prion protein allelic variants at
codons 136, 154, and 171, where the four mutations responsible for amino acid changes are
typed simultaneously (23).

2.3. Allele-Specific Amplification

Allele-specific amplification (ASA) allows simultaneous analysis of multiple specific
alleles, known point mutations, or known polymorphisms at the same locus. Specificity is
achieved in a single PCR reaction by designing one or both PCR primers so that they overlap
the site of sequence difference between the amplified alleles. This results in simultaneous
amplification of numerous DNA fragments differing in size, which are subsequently sepa-
rated by CGE (see Fig. 2C).

This technique was applied to the detection of K329E, the most prevalent mutation in
medium-chain acyl-coenzyme A dehydrogenase deficiency. The mutant allele produces a DNA
fragment that differs in size from the DNA fragment generated by the normal allele (24). ASA
also can be used to detect multiple mutations in a locus. For example, several point mutations
on the 21-hydroxylase gene of a patient with congenital adrenal hyperplasia were analyzed
simultaneously by this method (25).

Familial defective apolipoprotein B-100 (FDB) is a dominantly inherited disorder charac-
terized by a decreased affinity of low-density lipoprotein (LDL) for the LDL receptor. This
phenotype is a consequence of a substitution of adenine by guanine in exon 26 of the FDB gene
in the region coding for the putative LDL receptor-binding domain of the mature protein.
Mutation screening for FDB is performed by ASA followed by CGE (26).

Another mutation that can be detected by ASA and CGE is the G1691A point mutation in
the coagulation factor V gene, the most common genetic cause of thrombophilia. This mutation
has been shown to cause resistance to cleavage by activated protein C and is associated with an
increased thrombotic risk (27).
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2.4. Ligase Chain Reaction

In this method, a thermostable ligase is used to specifically bond two adjacent oligonucle-
otides, which hybridize to a complementary target with perfect base pairing at the junction. This
approach enables single base pair differences to be detected at the ligation junction (see Fig. 2D).
The design of primers with distinct labels for different base substitutions allows for simultaneous
detection of several changes. This technique has been applied to the screening of the 31 most
frequent mutations in the cystic fibrosis gene in a multiplex oligonucleotide ligation assay (28).

Sickle cell disease refers to a collection of autosomal recessive genetic disorders characterized
by a hemoglobin variant (Hb S) which differs from hemoglobin A in having a single amino acid
substitution on the β-chain. Individuals who are affected with other types of sickle cell disease are
compound heterozygotes, possessing one copy of the Hb S variant and one copy of a different β-
globin gene variant such as Hb C or Hb β-thalassemia. CE has been applied to the detection of
both hemoglobin forms Hb S and Hb C in prenatal diagnoses of sickle cell diseases (29).

2.5. Restriction Fragment-Length Polymorphism Analysis

Restriction fragment-length polymorphism (RFLP) analysis is a powerful tool for the detec-
tion of known mutations and polymorphisms, which result in the loss or creation of a recogni-
tion site at which a particular restriction enzyme cuts. RFLPs are usually caused by mutation at
a cutting site. DNA carrying the different allelic form will give different sizes of DNA frag-
ments when digested with the appropriate restriction enzyme (see Fig. 2E) (see Chapter 3).

The E4 allele on the APOE gene has been proven to be a major risk factor for late-onset
familial and sporadic Alzheimer’s disease. DNA samples for APOE genotyping are prepared
by PCR amplification and subsequent digestion with that HhaI restriction enzyme to yield
constant fragments of 16, 18, and 35 base pairs and four typical polymorphic fragments of 48,
72, 83, and 91 base pairs, corresponding to alleles E1, E2, E3, and E4, respectively (30). The
risk of developing Alzheimer’s disease for the individual having the E4/E4 genotype is about
90%, for the individual having the E3/E3 genotype, 20%; and for the individual having the E3/
E4 genotype, 47%.

Capillary gel electrophoresis has also been applied to resolve DNA fragments digested with
BstNI endonuclease to detect mutations in codon 12 of K-RAS (31) and to detect the D385
mutation in the FLT3 gene, in which amplification of the sequence of interest is followed by
EcoRV digestion.

A different application of the RFLP method is mitochondrial DNA typing. The polymorphic
control region of mitochondrial DNA (mtDNA) is being used more and more commonly in
forensic applications to differentiate among individuals in a population. Two hypervariable
regions (HV1 and HV2) are often sequenced following amplification of the mtDNA by PCR. A
methodology has been developed that uses restriction endonuclease digestion of the PCR-am-
plified mtDNA by RsaI and MnlI and CGE to separate and size the RFLP fragments (32).

2.6. Single-Strand Conformation Polymorphism

The SSCP method is based on the principle that the electrophoretic mobility of single-
stranded DNA in a nondenaturing condition depends not only on its size but also on its sequence
(see Chapter 7). Single-stranded DNA has a folded structure that is determined by intramolecu-
lar interactions. This sequence-based secondary structure affects the mobility of the DNA dur-
ing electrophoresis under nondenaturing conditions. A DNA molecule containing a mutation,
even a single-base substitution, will have a different secondary structure than the wild type,
resulting in a different mobility shift during electrophoresis than that of the wild type (see Fig.
2F). The technological aspects of CE-SSCP as well as the potential of CE-SSCP for routine
genetic analysis were reviewed by Kourkine et al. in 2002 (33).
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Some examples of applications of SSCP by CGE include analysis of the p53 tumor suppres-
sor gene for DNA diagnosis of cancer (34), detection of mutations on the K-RAS oncogene (35),
detection of a Mycobacterium tuberculosis–specific amplified DNA fragment (36), detection of
mutations in the β-globin gene promoter (37) and the lipoprotein lipase and breast cancer 2
(BRCA2) genes (38), and identification of multiple mycobacterial species in a sample (39).

CE-SSCP also has been used for the separation of fully supercoiled molecules, single
topoisomers, and relaxed and open circular DNA forms in research on novel anticancer mol-
ecules targeting the activity of topoisomerase I (40).

One approach that combines restriction enzyme digestion of fluorescence-labeled PCR prod-
ucts with SSCP by CE has been developed to screen exon 11 mutations of the breast cancer 1
(BRCA1) gene (41). The large size of the BRCA1 gene and the many mutations found throughout
its entire coding sequence make screening for mutations in this gene particularly challenging.
Capillary RFLP-SSCP electrophoresis appeared as a technically convenient technique to test
mutations in this gene, requiring amplification of fewer PCR fragments than traditional SSCP.

2.7. Analysis Of Repetitive DNA Sequences

The human genome contains large numbers of repetitive DNA sequences, some of which are
arrayed as tandem repeat units. Polymorphic tandem repeats occur in two general families:
VNTRs and STRs. VNTR or minisatellite DNA consists of variable numbers of a repeating
unit from 15 to 100 nucleotides long. The repeated unit in STR or microsatellite DNA ranges
from two to six bases.

Products of different lengths can be amplified by using primers complementary to conserved
sequences flanking the tandem repeat regions; the length of each amplification product is di-
rectly proportional to the number of repeats. These amplification products can be resolved to
individual alleles by CGE. Thus, a person can have at most two different alleles, one from each
chromosome (see Fig. 2G).

Laser-induced fluorescence detection of fluorescence-labeled PCR products and multicolor
analysis enable the rapid generation of multilocus DNA profiles.

2.7.1. VNTR

Capillary gel electrophoresis has been applied to the analysis of the human apolipoprotein B
gene (APOB). This gene maps to the short arm of chromosome 2, and a VNTR is located
immediately downstream. The APOB VNTR alleles generally contain 25–52 repeats of a basic
16-bp unit. Larger alleles containing more than 38 repeat units are more common in people
who have myocardial infarction and show a significant association with coronary disease (42).

Capillary gel electrophoresis also has been used to determine the lung cancer risk associated
with rare HRAS1 VNTR alleles (43).

2.7.2. STR

The number of tandem repeats for a STR is highly variable from individual to individual and
can be as many as 15 different alleles in a certain locus. These sequences also show high levels
of heterozygosity, which make them very useful as genetic markers (see Chapter 33).

2.7.2.1. HIGHLY POLYMORPHIC MARKERS

2.7.2.1.1. Genetic Mapping. The almost random distribution of microsatellites and their high
level of polymorphism greatly facilitated the construction of genetic maps and enabled subse-
quent positional cloning of several genes. A comprehensive genetic map of the human genome
based on 5264 microsatellites (44) and a genetic map of the mouse genome based on 4006
simple sequence length polymorphisms (45) were constructed with these markers. When a trait
or disease is inherited through a family and all of the affected members in the family also share
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a STR that is inherited together, it can be concluded that the disease and marker must be close
to each other on a chromosome. This linkage is the first step in the isolation of disease-causing
genes and their localization to an area of DNA. Linkage disequilibrium scanning of the human
genome with many thousands of genetic markers has been used to map complex diseases such
as schizophrenia (46) and autistic disorder (47).

2.7.2.1.2. Trisomies. The D21S11 locus, a highly polymorphic (90% heterozygosity)
microsatellite marker, was amplified and analyzed by CGE for prenatal DNA diagnosis of
Down’s syndrome (48). In the analysis of this microsatellite marker, trisomic individuals are
expected to fall into two major groups: those with three bands of similar intensities or those
with two bands with a ratio of 2 : 1.

2.7.2.1.3. Duplication in Chromosomes. The Charcot–Marie–Tooth 1A disease is the result
of a 1.5-Mb duplication in chromosome subband 17p11.2-p12. Suitable dinucleotide repeat
markers within this region are amplified by using fluorescence-labeled primers and separated
by CGE. The results are two peaks corresponding to two alleles with a dosage difference (49).

2.7.2.1.4. Forensic DNA Typing. In forensic work, DNA from a biological sample and from
a known reference material (most often, buccal swabs or blood) are amplified by multiplex
PCR with fluorescence-labeled primers and separated by CGE. As a result, unique DNA pro-
files are generated from both the evidence and the known reference sample and compared to
determine whether the patterns are similar. If the DNA profiles match, then the suspect cannot
be excluded as a source of the questioned sample. Likewise, if the DNA profiles do not match,
the suspect can be excluded as the donor of the questioned sample. The analysis of 6–10 STRs
provides a random match probability of approx 1 in 5 billion.

DNA typing is a useful tool in crime solving, not only for blood samples, sperm, or saliva
but also for traces of DNA left on tools or pieces of clothing used in burglaries or thefts. On
these kinds of samples, the sources of DNA are extremely small amounts of skin debris left
after gripping tools. When a sensitive technique such as PCR coupled with CGE is used, it is
possible to get a profile from these low amounts of DNA (50). CE provides efficient separation,
resolution, sensitivity, and precision for a reliable genotyping of STR loci. Sizing precision of
<0.16 nucleotide standard deviation is obtained with this system, thus allowing the accurate
genotyping of variants that differ in length by a single nucleotide (51).

Automated fluorescent detection of a 10-loci multiplex has been applied to paternity testing
(52). DNA is extracted from blood samples of the mother, child, and alleged father and sub-
jected to STR analysis. By using 10–15 STRs, the calculated probability of paternity usually
exceeds 99.99%.

2.7.2.1.5. Chimerism. Analysis of the relative amounts of donor and recipient DNA in bone
marrow after bone marrow transplantation is frequently used to determine the status of the
transplant. One method involves testing the patient and donor for genetic profiles before the
transplant and then comparing these with the profile obtained from the patient after transplant.
The analysis of chimerism in patients who have undergone allogeneic stem cell transplantation
by CE systems was reviewed by Lion in 2003 (53) (see Fig. 5).

2.7.2.2. MICROSATELLITE INSTABILITY

Microsatellite instability (MSI) has been shown to be relevant to various diseases, including
cancers. Cells with mutations in one of the genes responsible for DNA mismatch repair (MMR)
accumulate mutations at a very high rate. Because DNA mismatches are more likely to occur in
DNA microsatellites, defective DNA MMR leads to the phenomenon of MSI, in which the
progeny of the defective cells have varying lengths of a given microsatellite. The microsatellite
reference panel to study MSI is BAT25, BAT26, D5S346, D2S123, and D17S250 (54).

Studies of MSI are performed routinely in patients with colorectal cancer because of the defec-
tive MMR phenotype of colorectal carcinomas. The electrophoretic profile of the amplified prod-
ucts is compared between tumor and normal DNA from the same patient (55) (see Fig. 6).
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2.7.2.3. LOSS OF HETEROZYGOSITY

Loss of heterozygosity (LOH) refers to a mutation that results in the loss of one allele at a
specific locus. This phenomenon is very frequent in cancer cells. Whereas normal cells are
heterozygous at many loci, tumor cells are homozygous at the same loci. LOH can be detected
by CGE in bladder carcinoma (56), lung cancer (57), breast cancer (58), renal cancer (59), and
other solid tumors (60).

2.7.2.4. DYNAMIC MUTATIONS

Some microsatellite repeats can undergo an increase in copy number by a process of dynamic
mutations, typically by expansion of an unstable trinucleotide repeat. These repeat regions are
polymorphic in unaffected individuals, so the number of repeated triplets varies within a cer-
tain range. In affected individuals, the number of repeats exceeds the normal range. When, in a
family, the number of repeats increases in the normal range, the phenomenon is called a permu-
tation. In such cases, there is a strong possibility of further expansion to a full mutation during
inheritance from parent to child. The high resolving power of CGE allows separation of het-
erozygous microsatellite bands differing by only one triplet.

Spinocerebellar ataxia type 2 results from an expansion of a stretch of polyglutamine repeats
within the coding sequence of the ataxin-2 gene. The clinical phenotype arises when more than
32–35 glutamine residues are found in this region (61). Other examples are fragile X syndrome
(62), myotonic muscular dystrophy (63), Kennedy’s disease (64), spinocerebellar ataxia type 1
(65), and Huntington’s disease (66).

2.8. Hybridization Technique
In this technique, a probe of known sequence is capable of recognizing a specific DNA

sequence in a mixture of many different DNA sequences (see Chapter 4). The probe can be a
synthetic oligonucleotide, a peptide nucleic acid (PNA), a DNA sequence, an RNA sequence,
or DNA-based drugs such as DNA vaccines, antisense DNA, protein-binding oligonucleotides,

Fig. 6. Microsatellite instability results from BAT26 (A) and D5S346 (B) markers in two
tumor samples. The left panels show MSI-negative tumor tissues and the right panels show
MSI-positive tumor tissues when compared with normal tissue from the same patient.
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and ribozymes. The probe is generally labeled with a fluorochrome that can be detected after
the hybridization takes place.

In a DNA hybridization assay, the sample DNA is heated to separate the two DNA strands
and then exposed to the probe. The degree of DNA sequence identity is detected through a
hybridization reaction between the DNA and the probe. The hybridization products are then
resolved by CGE (see Fig. 2H).

This method has applications in such diverse areas as analysis of pooled genomic DNA
samples, detection of mutations, screening of populations for polymorphisms, and identifica-
tion of species in environmental mixtures.

2.8.1. Analysis of Heteroduplex DNA

Heteroduplex DNA is formed by pairing an unknown nucleic acid strand with a reference
strand of a known sequence. Single-stranded nucleic acids with complementary sequences come
together and form a double-stranded hybrid molecule in which hydrogen bonds form only be-
tween complementary base pairs. The thermal stability of DNA is related to the number of
hydrogen bonds between complementary base pairs; therefore, the greater the similarity in
nucleotide sequences between two samples of DNA, the more hydrogen bonds will be present
in the heteroduplexes produced. Heteroduplexes generated with a mismatch in the sequence
between the two strands will have a different sequence-dependent electrophoretic mobility than
homoduplex DNA generated with perfectly matched sequences.

Heteroduplex analysis also can be done to detect different sequences in a mixture by using
different probes labeled with different colors. Multiplex analysis has been applied to the simul-
taneous detection of six heterozygous mutations in BRCA1 and BRCA2 (67), screening of the
three common prothrombotic polymorphisms pl(A), factor V Leiden, and MTHFR (C677T)
(68), rapid genetic screening of hemochromatosis (69), genetic diagnosis of factor V Leiden
(70), clinical diagnosis of rifampin-resistant tuberculosis strains (71), and analysis of complex
mutational spectra of human cells in culture (72).

Heteroduplex technology is frequently combined with other screening techniques such as
SSCP or ASA. Some examples of the combination of heteroduplex analysis with SSCP are
detection of mutations, polymorphisms, and variants in BRCA1 and BRCA2 genes (73) and
detection of mutations in the p53 gene (74). Heteroduplex analysis has been combined with
ASA in order to detect specific mutations in the BRCA1 and BRCA2 genes (75).

2.8.2. Synthetic Oligonucleotides Probes

The use of oligonucleotides as probes for hybridization has been used to determine the speci-
ficity of PCR products. One example is the use of oligonucleotides to target specific HIV-1
sequences. When these oligonucleotides are mixed with genomic DNA amplified by PCR, the
presence of the HIV-1 virus within an individual can be detected (76).

2.8.3. Peptide Nucleic Acid Probes

Peptide nucleic acids are molecules in which the bases are conjugated to a polyamide back-
bone. The distance between bases and the complementarity are the same as in a DNA or RNA
molecule. The PNA probe is hybridized to a DNA sample amplified by PCR, denatured at low
ionic strength, and resolved by CE. The neutral backbone of PNA ensures an efficient CE
separation of the PNA/DNA hybrids from both double-stranded and single-stranded DNA. DNA
strands fully complementary to the target PNA are retarded compared to single-nucleotide mis-
matched strands (77).

This method can be used to perform multiplex analyses on several mutations simultaneously
when using different amplicon lengths and a set of mutation-specific PNAs. Each targeted
mutation can be identified by the size of its corresponding amplicon. Its genotype is further
characterized by its interaction with a specific PNA that can differentiate between wild-type
and mutant alleles. This approach has been applied to the detection of R553X and R1162X
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single-base mutations in patients with cystic fibrosis (78) and to identification of the H63D,
S65C, and C282Y mutations in the hereditary hemochromatosis gene (79).

2.8.4. Analysis of DNA-Based Drugs

Antisense oligonucleotides are synthetic oligomers that bind a target mRNA or DNA, form-
ing duplexes and thereby blocking its translation into a peptide or triggering its degradation.
Among several DNA analogs proposed as antisense DNA drugs, antisense DNA in which the
backbone is modified into phosphorothioate is the most promising for therapeutic application
because of its resistance to nuclease degradation.

This methodology is a useful tool for synthesis control and analysis of phosphorothioate
analogs (80) and for the determination of their subcellular distribution (81), in vitro stability
(82), tissue half-life (83), purity (84), and metabolism (85).

2.9. Temperature Gradient Capillary Electrophoresis

In temperature gradient CE (TGCE), a continuous, gradually decreasing temperature gradi-
ent is established during the electrophoresis. This approach can be applied to detection of DNA
mutations based on thermodynamic stability and mobility shift during electrophoresis. By span-
ning a wide temperature range, it is possible to perform simultaneous heteroduplex analysis for
various mutation types that have different melting temperatures (86).

Genomic DNA also can be amplified with one fluorescence-labeled primer and one GC-
clamped primer and analyzed by TGCE under denaturing temperature conditions. This tactic
has been applied to the detection of mutations in exon 8 of the p53 gene from tumor samples
and controls (87).

2.10. Quantification Of DNA Damage

Damage to cellular DNA is implicated in the early stages of carcinogenesis and in the cyto-
toxicity of many anticancer agents, including ionizing radiation. CE is a sensitive technique for
measuring cellular levels of DNA damage through the detection of specific DNA lesions by
specific monoclonal antibodies. The detection is done by the use of a secondary antibody la-
beled with a fluorochrome. This method has been applied to the determination of thymine
glycol residues in DNA generated by irradiation of cells during radiation therapy. The sensitiv-
ity of detection is in the range of zeptomoles (88) (see Fig. 2I).

Another way to detect DNA damage is the evaluation of DNA laddering during apoptosis. A
key step in the onset of apoptosis is cleavage of the genomic DNA between nucleosomes,
resulting in polynucleosome-sized fragments of DNA that give rise to a characteristic DNA
laddering pattern. A fluorescent intercalating dye is used to label the DNA molecules that will
be resolved by CGE. Also, the use of a DNA standard curve allows quantification of the
apoptotic DNA. The use of CGE with LIF detection permits analysis of DNA laddering with
improved automation and much greater sensitivity (89).

2.11. Analysis of Methylation Status

DNA methylation refers to the addition of a methyl group to the 5-position of cytosine
residues that are followed immediately by a guanine (so-called CpG dinucleotides). Small
stretches of DNA known as CpG islands are rich in CpG dinucleotides. These CpG islands are
frequently located within the promoter regions of human genes, and methylation within the
islands has been shown to be associated with transcriptional inactivation of the corresponding
gene. Changes in DNA methylation profiles are common features of development (90), and
DNA methylation is also involved in X-chromosome inactivation (91) and allele-specific silenc-
ing of imprinted genes (92). Aberrant changes in methylation profiles are associated with many
serious pathological consequences such as tumorigenesis (93). Methylation of CpG islands has
been shown to be important in transcriptional repression of numerous genes that function to
prevent tumor growth or development. This phenomenon includes both genome-wide
hypomethylation and gene-specific hypermethylation.
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Capillary electrophoresis has been applied to the evaluation of the relative methylation degree
of genomic DNA methylation. In this approach, genomic DNA is enzymatically hydrolyzed to
single nucleotides. Single nucleotides are then labeled with a fluorescent marker and separated
by CE to identify cytosine and 5-methyl cytosine residues (94) (see Fig. 2J).

This method has been applied to determine DNA methylation levels and their oncogenic
potential in chronic lymphocytic leukemia (95), and it could be useful for the diagnosis of
genetic diseases that have specific DNA methylation pattern alterations such as Angelman and
Prader–Willi syndromes.

2.12. Sequencing

DNA sequencing is the determination of the order of nucleotides in a DNA molecule. The
most popular method for doing this is called the Sanger sequencing method or chain-termina-
tion method. This method uses synthetic nucleotides that lack the 3' hydroxyl group and are
unable to form the 3'–5' phosphodiester bond necessary for chain elongation. These nucleotides
are called dideoxynucleotides (ddNTPs).

The sequencing reaction consists in a single-stranded template DNA to which a short
complementary primer is annealed and extended by a DNA polymerase. The sequencing reac-
tion contains a low concentration of ddNTPs, each labeled with a different fluorochrome, in
addition to the normal deoxynucleotides. Once a ddNTP is incorporated in the elongating chain,
it blocks further chain extension; as a result, a mixture of chains of lengths determined by the
template sequence is accumulated. This mixture can then be resolved by CGE. CGE resolution
allows separation of chains that differ in length by only one nucleotide (see Fig. 2K).

Sequencing by using CGE has been in constant development with steady advances in speed
(96), separation media (97), and data collection and large-scale instruments (98). DNA sequenc-
ing is considered the standard for identification of nucleic acids and detection of mutations, and
CGE is routinely used in research and clinical situations in which panels of mutations or large
numbers of samples are analyzed and when turnaround time is critical.

Direct sequencing of amplified fragment-length polymorphism bands also has been used as
a polymorphism isolation strategy of population genetic parameters in genomic DNA of
nongenomic model species (99).

The combination of direct cycle sequencing of PCR products with CGE also provides a
simple and rapid method convenient for routine hepatitis C virus genotyping analysis (100).

2.12.1. Polymorphism Ratio Sequencing

In the polymorphism ratio sequencing (PRS) method, dideoxy-terminator extension ladders
generated from a sample and a reference template are labeled with different fluorescent dyes
and coinjected into a capillary for comparison of relative signal intensities. PRS allows detec-
tion and genotyping of single-nucleotide polymorphisms in the analysis of individual or multi-
plexed samples (101).

2.12.2. Simulseq or Simultaneous Sequencing of Multiple PCR Products

This strategy allows multiple PCR products to be sequenced in a single sequencing reaction
and analyzed simultaneously in a single lane or capillary. To achieve this separation, the differ-
ent primers used for the sequencing reactions have long tails of nucleotides with different
lengths (102).

3. Microchips
Microchip analysis has become an attractive option in CE for clinical applications, not only

because these kinds of analysis require usage of complex samples that are often limited in
quantity but also because this system could allow clinicians to make quicker treatment and drug
therapy decisions.
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The use of CE in the microchip format allows high-speed separations of very small samples,
and multiple channel systems have great potential for high-throughput analysis. The first report
of DNA separation on a microchip device was published by Woolley and Mathies in 1994
(103). Since then, great progress has been made in the design of these devices, going from
single-channel to multiple-channel chips, allowing analysis of several DNA samples. The de-
sign of these systems was reviewed by Gao et al. in 2001 (104).

A typical microchip device consists of one or several separation channels of 3–10 cm in
length and 10–100 µm in diameter. There are also buffer, waste, and sample reservoirs. High
voltages of 2–30 kV can be applied to the reservoirs by platinum electrodes because these
systems disperse the heat very efficiently. The small samples used in the CE microchips require
extremely sensitive detection techniques. LIF is the most commonly used detection method in
CE microchips, although electrochemical, ultraviolet (UV), chemiluminiscence, and indirect
fluorescence detection methods have been combined with these systems.

The applications of conventional CE can be scaled to microchip systems. Detection of muta-
tions in hereditary hemochromatosis, STR genotyping, and rapid mitochondrial DNA sequence
polymorphism analysis have all been done by these devices (105).

The high-throughput capabilities of these systems were demonstrated by the simultaneous
separation of multiple STR amplicons in 96 channels in 8 min (106). Some other clinical appli-
cations carried out on microchip CE systems were reviewed by Wessagowit and South and
Gawron et al., including DNA sequencing, genetic analysis, immunoassays, and protein and
peptide analyses (107,108).

The applications and designs of microchip systems are constantly expanding. Integration of
sample preparation and separation in a single microchip can be addressed in a few years, which
will lead to a tremendous impact on high-throughput DNA analysis.
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Mapping Techniques

Simon G. Gregory

1. Introduction
In 1920, German botanist Hans Winkler first used the term genome, reputedly by the fusion

of GENe and chromosOME, in order to describe the complex notion of the entire set of chro-
mosomes and all of the genes contained within an organism. A great deal of progress has since
been made in the elucidation of the complex molecular interactions that underlie cellular func-
tioning and the syntenic relationship between organisms at a nucleotide level.

The basis for these advances was the characterization of the structure of DNA by Watson
and Crick in 1953 (1) and the realization that DNA could be decoded to provide a guide to
genetic inheritance. This underpinned the concept of genetics and provided scientists with the
opportunity to explore and quantify the nature and extent of the biological information passed
on from one generation to the next. The characterization of biological inheritance permitted the
elucidation of what it was that was being encoded and how it could determine biochemical
function. Finally, extending from elucidation of the mechanisms behind inheritance of mono-
genic diseases, scientists are beginning to grasp how sequence is also involved in complex
interactions, occasionally under the influence of environmental factors, to contribute to many
(but still not all) diseases.

The speed at which the vast amount of human sequence data were generated can be attrib-
uted to the evolution of strategies and techniques developed to map and sequence organisms
such as bacteria (2), yeast (3) and the nematode worm (4). The availability of such an evolu-
tionary diverse collection of species, with the addition of the mouse (5) and other complex
multicellular organisms, has also enabled comparisons to be made at a nucleotide level.

The first genomes that were characterized were relatively small by current standards, bacte-
riophage ΦX174, 5 kb (6,7) and bacteriophage λ, 48 kb (8)—but they provided the underlying
techniques and strategies that are being used for the more complex organisms currently being
studied. Chain termination sequencing, developed by Sanger (8), is a synthetic method in which
nested sets of labeled fragments are generated in vitro by a DNA polymerase reaction. Because
the method is highly sensitive and robust, it has been amenable to biochemical optimization,
producing long, accurate sequence reads, and also to automation, which was necessary for
large-scale application of the technique. In these respects, it differed from the method of Maxam
and Gilbert (9), which necessitated production of all of the labeled material prior to chemical
degradation to form the sequence ladders of nested fragments. As a result, the Sanger method
has remained the technique by which the majority of genomic sequence from a variety of com-
plex organisms is presently being generated (see Fig. 1). However, neither method is capable
of generating single reads of greater than 2–300 nucleotides, limited in part by the sequence
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production itself and partly by the ability to separate the sequence by gel electrophoresis at
single-base resolution (even today, sequencing read lengths approaching 1 kb are rare).

The assembly of larger tracts of DNA therefore required the development of methods to
reassemble a consensus sequence from multiple individual reads. Two approaches were adopted
for this; first, the construction of physical maps of restriction fragments using sequence-spe-
cific restriction enzymes to order and orientate large segments of DNA from which individual
units were selected for sequencing; second, the use of the information gained from each indi-
vidual sequence read to order and orient each segment relative to overlapping neighbors, which
required the development of advanced computer programs to make the task possible on all but
the smallest scale.

A further modification of the latter was made by Anderson (10), who developed the random
shotgun strategy to elucidate the mitochondrial genome, involved using a random fragmenta-
tion process by partial DNAse I digestion (11). This removed the dependence on sequence-
specific restriction enzymes while still relying on sequence-based assembly of contiguous tracts
of overlapping reads. The random shotgun approach, in which genomic DNA is randomly
sequenced in similarly sized segments and then assembled simultaneously to provide a rep-
resentation of the genomic template, provided the basis of the strategies used to assemble se-
quences of large inserts cloned in plasmids, lambda phage, and cosmid vectors (15), and also
the later bacterial artificial chromosome (BAC) and P1-derived artificial chromosome (PAC)
clones (17). The same random shotgun strategy was adopted to sequence the 1.8-Mb genome of
the bacterium Haemophilus influenzae (12). Although the whole-genome shotgun sequencing
approach has proven itself to be a successful strategy for the rapid assembly of smaller genomes,
there are doubts as to whether this strategy is suitable for assembling the sequence of complex
organisms.

The generation of a physical map, in which the genome is divided into bacterial clone units
of 40–200 kb and assembled into contiguous stretches (contigs) of overlapping clones, is a
process analogous to the sequence contig assembly process. In contrast to sequence assembly,
however, the information used to compare individual clones and identify overlaps of a physical
map [e.g., the Caenorhabditis elegans (4) and Saccharomyces cerevisiae (3) genome projects]
use a one-dimensional fingerprint prepared by separating restriction fragments from a limit

Fig. 1. A plot of the near-logarithmic increase in the complexity of genomic mapping and
sequencing; from the first full genomic sequence of bacteriophage ΦK174 in 1977 to the com-
pleted human genome in April 2003.
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digest of each cloned DNA by electrophoresis. Overlaps between clones were detected on the
basis of partially (or completely) shared fingerprint patterns. An alternative approach to iden-
tify overlapping relationships between clones was to test clones for the presence of character-
ized markers. Overlaps between clones could be identified on the basis that they shared a single
copy sequence. The presence of the sequence was identified using a specific hybridization
probe or polymerase chain reaction (PCR) assay. Given a physical map of overlapping clones,
individual clones can then be selected from the map to provide maximum genomic coverage
with minimal redundancy. These clones permit specific regions to be targeted for further inves-
tigation and, in particular, for the determination of the complete DNA sequence separately
from other clones within the physical map. Because the source of the genomic sequence is
limited to an individual clone, problems encountered with sequence assemblies are greatly
reduced compared to the corresponding whole-genome assemblies.

At the time of their inception, the physical maps of the C. elegans (4) and S. cerevisiae (3)
genomes were constructed to enhance the molecular genetics of the respective organisms by
facilitating the cloning of known genes and to serve as an archive for genomic information.
However, the data associated with the construction of the clonal physical maps—even with
good alignment to the genetic map—carried only a tiny proportion of information present within
the genome. Consequently, a minimum tile path of the 30-kb cosmid and 15-kb lambda clones,
used to build the physical maps of the C. elegans and S. cerevisiae, respectively, were subcloned
into M13 phage vectors (1.3–2 kb insert size) and sequenced on a per-clone basis. The physical
maps of the two genomes, and subsequently of (2), (13), Drosophila melanogaster (14), and
human (15), used restriction enzyme fragments in various ways to overlap clonal units for the
construction of genomewide physical maps.

2. Mapping the Human Genome
The human genome is contained within 22 autosomes (numbered from 1–22, largely accord-

ing to size) and 2 sex chromosomes, X and Y (female XX and male XY). Chromosomes are
punctuated with centromere structures that are either located close to chromosome ends (acro-
centric), toward a chromosome end (submetacentric), or centrally between ends (metacentric).
The initial size estimate of the genome, 3200 Mb, was based largely on cytometric measure-
ments (18) and has since been revised to 2900 Mb in light of the higher-resolution human draft
sequence analysis (19) and is supported by observed sizes of completed chromosome sequences
that suggested that the earlier figures were overestimates (20–22) (see Chapter 42). The con-
struction of a map of the human genome was an important step toward understanding and
characterizing the sequence contained within it, as it provided a means by which all of the
features could be ordered and partitioned, and the task of detailed characterization and
sequencing could be divided up into manageable segments.

2.1. Cytogenetic Mapping

The treatment of metaphase chromosome spreads with trypsin digestion and Giemsa stain-
ing creates differential chromosome banding patterns (see Chapter 32). The generation of light
(R-bands) and dark (G-bands) bands by Giemsa staining is reliant on nucleotide content, and
the staining pattern therefore reflects the base composition and correlates other properties of
the different regions (see Fig. 2). However, the maximum genome-wide resolution was limited
to an 850-genomewide banding pattern (23). The recognition of characteristic banding patterns
of chromosomal regions provided the basis for much of the early characterization of chromo-
some aberrations (duplications, deletions, and translocations) that were associated with clinical
phenotypes (24–26).

The ability to hybridize labeled probes containing specific sequences, and to detect their
location on metaphase chromosome by autoradiographic or fluorescent detection techniques
(fluorescence in situ hybridization [FISH]) (27) revolutionized cytogenetic mapping. Typically,
FISH has utilized cloned DNA as the template for the generation of a fluorescently labeled PCR



120 Gregory

probe for hybridization to genomic DNA. The signal emitted by the fluorescent nucleotide con-
tained within the probe is detected by using epifluorescence microscopy. Initially, the location
of the probe relative to the metaphase banding pattern provided an approximate map position for
the sequence represented by the probe. Pairs of markers, labeled with different fluorochromes,
could be simultaneously placed relative to the cytogenetic banding and also ordered with respect
to each other. The use of pairs of differentially labeled markers in combination with a third
reference marker enabled FISH to be applied to chromosomal DNA in a less condensed state (in
interphase nuclei). Although no banding pattern can be obtained in interphase DNA, the
decondensed state of the chromatin relative to metaphase chromosomes means that increased
levels of resolution could be obtained, as probes were better separated. An interprobe distance
of 1–5 Mb can be resolved using metaphase FISH, 0.1–1.0 Mb by interphase FISH (28), and 5
kb by FISH using mechanical pretreatment to extend DNA into fibers (29).

2.2. Genetic Mapping

Genetic maps utilize the likelihood of recombination between adjacent markers during meio-
sis to calculate intermarker genetic distances, and from this to infer a physical distance. The
closer two landmarks are together on a chromosome, the less likelihood there is of a recombi-
nation event occurring between, with the opposite being true for markers that are further apart.
The calculation of distance and, therefore, the metric on which the genetic map is based is the
length of the chromosomal segment that, on average, undergoes one exchange with a sister
chromatid during meiosis, the Morgan (M). Therefore, a 1% recombination frequency is equiva-
lent to 1 centimorgan (cM), and because the human genome covers 3000 cM and contains
approx 3000 Mb, 1 cM is approximately equivalent to 1 Mb. However, recombination is known
to be nonrandom, which can lead to a level of inaccuracy (30) in inferring physical distances
from measurements of genetic recombination.

Fig. 2. Giemsa staining of human metaphase chromosomes (G-banding).
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The inherent limitation of primary genetic maps was the lack of availability of polymorphic
markers between which genetic distances could be calculated. This was ameliorated in part by
the suggested use of restriction fragment length polymorphisms (RFLPs), identified by Kan
and Dozy (31), for the construction of a genomewide genetic linkage map (32). The first such
map (33) was limited in its usefulness, however, because of RFLPs have a maximum heterozy-
gosity of 50% and the low level of resolution of the 403 characterized polymorphic markers,
including 393 RFLPs, covering the genome. The identification of hypervariable regions, which
showed multiallelic variation (34), provided a new source of markers for genetic mapping. The
variable regions contained short (11–60 bp) variable number tandem repeats (VNTRs) which
showed allelic variation. However, these minisatellite markers (35) and VNTRs (36) were
shown to cluster at chromosome arms and were not inherently stable (37). The identification of
microsatellite markers (containing dinucleotide, trinucleotide or tetranucleotide repeats) greatly
facilitated the generation of genetic maps. They were proven to be widely distributed through-
out the genome, showed allelic variation (38,39), and were amenable to PCR amplification (40)
by sequence-tagged-site screening (41). In a relatively short period of time, a number of genetic
maps were published with increasing marker density and resolutions, culminating in the most
recent deCODE genetic map that contains 5136 markers genotyped across 1257 meioses (42)
(see Table 1).

2.3. Radiation Hybrid Mapping

The utilization of somatic cell hybrids to maintain human genomic fragments, such as whole
chromosomes or chromosomal regions, permits the generation of another form of mapping
resource to be generated—the radiation hybrid map. The modification of a technique that frag-
mented human chromosomes by irradiation and that were then rescued by fusion to rodent cells
(47) prompted Cox et al. (48) to propose that radiation hybrid (RH) mapping could be applied
to the construction of long-range maps of mammalian chromosomes.

The premise of the technique is similar to that of the genetic map; that is, the more closely
related two markers are within the genome, the less likelihood there is of a radiation-induced
break between them in a reference panel of cell lines and, hence, the less likely is their segrega-
tion to different chromosomal locations based on the association of the markers to different sets
of fragments. As the presence of two markers within a radiation fragment gives no indication to
their physical distance, a panel of radiation hybrids was required. By estimating the frequency
of breakage and, thus, the distance between two markers, it is possible to determine their order.
The unit of map distance is the centiray (cR) and represents a 1% probability of breakage
between two markers for given a radiation dose. Unlike the level of information garnered from
a genetic marker, which may or may not be informative within a varying number of meioses,
the RH marker is either positive or negative for a DNA fragment, effectively digitizing PCR
results. Any amplifiable single-copy sequence can therefore be placed in a RH map. The RH
mapping technique has been used for the construction of high-resolution gene maps (49,50)
and has also been used to supplement the construction of chromosome physical maps (51).

Table 1
A Comparison of Marker Content
Within Genetic Maps

No. of markers Ref.

100 43
813 44
2066 45
5840 46
5264 30
5136 42
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2.4. Physical Mapping

The generation of a physical map relies upon the construction of an ordered and orientated
set of clone-based contigs. The term contig was coined by Staden (52) to refer to a contiguous
set of overlapping segments that together represent a consensus region. These segments can be
sequence, or clones, whose overlapping relationship is defined by information in common to
each pair of overlapping segments. Performing a pairwise comparison of the dataset associated
with each segment identifies the overlaps. Similarities that are statistically significant indicate
the presence, and sometimes the extent, of overlap. Bacterial clone contigs are the most conve-
nient route for the sequence generation of larger genomes. They present a means of coordinat-
ing physical mapping and, because of the way in which they are constructed, provide an optimal
set of clones (the tile path) for sequencing.

2.4.1. YAC Maps

The main benefit of using yeast artificial chromosomes (YACs) for the construction of a
physical map is that the insert size (up to 2 Mb) results in the coverage of large regions of the
genome with relatively few clones. Green and Olson (53) utilized YACs to construct a physical
map across the cystic fibrosis region on human chromosome 7 by overlapping YACs by
sequence-tagged sites (STS) content data. Chromosome-specific (54,55) and genome wide
YAC maps have also been published (56,57). Although STS content mapping is the most fre-
quently used method to generate YAC contigs, techniques such as repeat-mediated fingerprint-
ing, either by Alu-PCR (58) or by repeat content hybridization (43), have also been used. The
advantages of using YACs are, however, offset by the relative difficulty of constructing YAC
libraries and analyzing the cloned DNA compared to the use of bacterial cloning systems. Many
YAC clones have also been found to be chimeric (i.e., to contain fragments derived from non-
contiguous parts of genomic DNA being cloned) (59–61). Rather than being used as a primary
sequence resource, YACs came more generally to be used to support the construction of de-
tailed landmark maps and to underpin sequence-ready bacterial clone maps (62,63). Recently,
YACs have been used to facilitate gap closure in the bacterial clone maps by linking contigs
(64). The links are identified by STS content mapping. In these cases, the YACs have been
sequenced directly.

2.4.2. Bacterial Clone Maps

In contrast to YACs, bacterial clone libraries are easier to make and the cloned DNA is more
easily manipulated. Chimerism is low (65,66) and the supercoiled recombinant DNA can be
purified readily from the host DNA. An important factor influencing the construction of bacte-
rial clone contigs is the available genomic resources. Whereas the C. elegans and S. cerevisiae
maps utilized total genomic 30-kb cosmid and 15-kb lambda libraries, in sevenfold and five-
fold coverage, respectively, current bacterial clone contig construction utilizes large-insert P1-
derived artificial chromosome (PAC) (66) and bacterial artificial chromosome (BAC) (65)
libraries. Each BAC or PAC clone typically contains an insert of 100–300 kb and maps have
been constructed from a greater than 15-fold genomic clone coverage.

Two types of strategy were used for the construction of sequence-ready bacterial maps of
the human genome: the hierarchical strategy and the whole-genome fingerprinting approach.
The hierarchical strategy was based on the utilization of well-characterized publicly available
markers at a target density along the length of a chromosome, 15 markers/Mb. The use of RH
and/or genetic mapped markers, in the form of gene fragments (expressed sequence tags
[ESTs]), polymorphic microsatellite markers used for genetic mapping, and markers designed
from flow-sorted small insert libraries, allowed for a region or chromosome-specific strategy
for map construction and sequence generation (see Fig. 3A–D). The whole-genome finger-
printing approach of map construction relied on the in silico assembly of fingerprints generated
from the restriction digest of large-insert bacterial clones from total-genomic PAC or BAC
libraries. This process generated substantial amounts of genomic coverage, but contigs lacked
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order and orientation without the supplementation of a subset of the publicly available markers
used in the hierarchical strategy (see Fig. 3E–F). Ultimately, it was a combination of both
techniques that were used for the construction of sequence-ready maps of the human genome.
The assimilation of both sets of data generated an estimated >98% coverage of the coding
(euchromatic) portion of the human genome and acted as the resource for the generation of
high-quality finished sequence data (see Fig. 3G).

The relative uniformity of the physical map, coupled with the use of markers from the RH
and genetic maps in its construction, permits a high-resolution comparison to be made among
the three types of map. Algorithms used to construct the RH map assume random distribution
of breaks along the length of the chromosome. However, experimental data (50) have shown
that the high retention rate, coupled with variation of DNA fragment sizes (in comparison to the
rest of the chromosome), results in an overestimation of the centiray distances between markers
adjacent to chromosome centromeres. From the perspective of the genetic map, it has been
proven that there are large variations in the rate of recombination along the length of a chromo-

Fig. 3. A representation of the two strategies used to construct sequence-ready bacterial
clone maps of the human genome. The hierarchal method utilizes polymorphic genetic markers
(CA)n (A), expresses sequence tags (ESTs) (B), and markers generated by sequencing small
insert libraries (FS) (C) that have been RH mapped and screened across genomic libraries. Re-
striction fingerprinting and STS assignment is performed in parallel prior to data assimilation in
FPC (D). The whole-genome fingerprinting approach utilizes restriction digest fingerprinting of
a 15-fold redundant genomic library (E), including some marker data, to establish bacterial clone
coverage (F). Data from both of these techniques is combined to generate contiguous map cover-
age (G), to provide a resource for the selection of a minimum tile path clones (bold lines).
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some (19). For example, recombination rates at telomeres are greater than within chromosome
arms, which are, in turn, greater than regions adjacent to the centromere. The improved resolu-
tion of markers on the physical map therefore enables correct ordering of markers with respect
to their locations on the RH map and permits the separation of markers previously binned
within the same genetic interval on the genetic map (see Fig. 4).

The next phase in the evolution of physical map construction was driven by the availability
of ordered genomic sequence. Conservation of sequence and long-range order between organ-
isms that are sufficiently closely related means that the genome of one species can act as the
template upon which a physical map of another can be built and, in doing so, elucidate the
homologous relationship between them (67). The success of the comparative physical mapping
approach was demonstrated by the construction of a clone map of the mouse genome using the
assembled human genome sequence as a template (68). In this study, the human genomic se-
quence was used to align stringently assembled BAC fingerprint contigs by matching mouse
BAC end sequences (BESs) to their corresponding locations in the human genome. Ordered

Fig. 4. A comparison of marker distribution among genetic, physical, and RH maps in a 12-
Mb region of chromosome 1. Only markers that were present on all three maps have been
represented.
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and orientated contigs (previously assembled by fingerprinting) were subsequently joined fol-
lowing further fingerprint analysis and the addition of available genetic and RH markers (see
Fig. 5). The availability of BESs from a highly redundant fingerprint assembly of BAC clones
and using the strategy outlined above, greatly simplified the process of contig assembly, as the
majority of the 7500 contigs generated in the first fingerprinting phase were juxtaposed cor-
rectly relative to each other on the basis of homology between the two genomes. As a result,
7500 × 7500 possible joins (more than 56 million) was reduced to analysis of <10,000 putative
joins. This permitted the construction of a physical map covering 98% of the 2500 Mb mouse
genome, contained within 296 contigs, in approx 12 mo. The same approach could be adopted
for any genome for which there is sufficient sequence homology to allow alignment of BESs
(or equivalent sequence tags), plus sufficient homology between the template genome and the
genome under study. The approach has important applications for genomes where the full ge-
nome sequence is anticipated and also (perhaps even more importantly) it is a cost-effective
way to provide access to regions of a genome for which there are no plans to generate genomic
sequence on any scale.

Although the construction of a physical map, and therefore a clone-by-clone approach, proved
successful for the generation of human sequence, are physical maps required given the possible
contribution of a whole-genome shotgun (WGS) approach to sequencing complex organisms?
The main advantages of WGS are that the production of data is very rapid, can be highly auto-
mated, avoids cloning biases of BAC systems, and is very cost-effective. The assembly inherent
from the sequence alignment also provides important mapping information that is unbiased by

Fig. 5. Construction of the physical map of the mouse genome using the human genomic
sequence. The generation of finished sequence from large-insert bacterial clones (C), originating
from the physical map (B) of human chromosome 6 (A), provided the template for the alignment
of end sequences of mouse BACs (D) that had previously been assembled into fingerprint contigs.
Contig assembly using the described strategy resulted in rapid assembly of sequence-ready contig
coverage (E) of the mouse genome, including mouse chromosome 4 (F).
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additional experimental mapping systems or procedures. Although it remains true that WGS in
isolation has disadvantages that prevent completion of either the map or finished sequence of a
large genome, the possibility of combining the advantages of both approaches has been explored.
A hybrid strategy emerged from the Drosophila project, and has since been adopted for the
mouse genome. Sevenfold WGS coverage was generated from subcloned plasmids of varying
sizes, which, when assembled with BESs, generated 96% coverage of the euchromatic portion
of the mouse genome. This estimate was derived by assessing the amount of WGS coverage
provided, which matched 187 Mb of finished mouse sequence. For a second, independent esti-
mate, a genomic alignment of a curated collection of cDNAs to the WGS assembly was also
used. This alignment included 96.4% of cDNA bases. Paired-end reads from large-insert plas-
mids and BACs provided the scaffold upon which the assembled whole-genome shotgun se-
quence was ordered and orientated, and it simultaneously integrated BAC clones into the
sequence. A tiling path of BAC clones from the physical map is currently being used for di-
rected finishing of the draft genomic sequence. The physical map helped to assemble the
sequence scaffold, and the WGS data increased the rate of clone-based finishing (5).

If WGS sequence data can accurately place BACs via their BESs within the sequence assem-
bly, is a restriction fingerprint database actually required? The answer is probably yes. Whereas
BES localization within a WGS assembly facilitates a more optimal minimum tiling path selec-
tion, overlaps within fingerprinting contigs can link sequence assemblies [as reported by the
assembly of the mouse WGS sequence (5)]. Assembling plasmid and BAC end sequences in the
WGS assembly generated 377 anchored ’supercontigs’. This number was reduced to 88 when 2
or more sequence supercontigs were localized within a single restriction fingerprint contig. The
overlaps generated by fingerprint analysis may also be able to resolve errors in the genomic
assembly, where, for example, low copy repeats may have resulted in a compression of the
sequence assembly. The proven success of assembling genomewide physical maps, the cost of
constructing a >15-fold genomic BAC library, and the ease with which genomewide fingerprint
databases can be assembled has led to the construction of several genomic fingerprint databases
(see Table 2). Whereas genomewide fingerprint maps will facilitate the large-scale characteriza-
tion of many varied species, the construction of small region-specific sequence-ready maps will
continue to be important for detailed interspecies sequence comparisons (67).

3. Computational Genomics
3.1. In Silico Gene Prediction

The in silico prediction of genes within the genomic sequence utilizes characteristic sequence
motifs associated with genes (see Chapter 28). Unlike prokaryotic organisms, in which genes
are located as a single tract of DNA, complex organisms, from yeast onward, contain genes that

Table 2
Species-Specific Genomic Fingerprint Databases

Organism Ref.

A. thaliana 69
Rice 70
H. sapiens 15
M. musculus 68
R. rattus http://www.bcgsc.ca/lab/mapping
C. neoformans http://www.bcgsc.ca/lab/mapping
Bovine http://www.bcgsc.ca/lab/mapping
G. aculeatus http://www.bcgsc.ca/lab/mapping
Porcine http://www.nps.ars.usda.gov/
D. rario http://www.sanger.ac.uk/Projects/D_rerio/
Soybean http://hbz.tamu.edu/soybean.html
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are usually segmented by introns of noncoding sequence (71,72). The spliceosome recognizes
sequence motifs within the intron that leads to their excision, usually a GT dinucleotide at the 5'
end of an intron (splice donor), an AG dinucleotide at the 3' end (splice acceptor), and an
internal branch point (73). Localizing the site of translation initiation within genomic sequence,
unlike the transcription start sites, which are predicted on the basis of the combined occurrence
of CpG islands and TATA boxes flanked by regions of C-G motifs, has been facilitated by the
identification of a consensus motif within the genomic sequence. The translation start site,
usually an ATG, is typically found in a consensus [GCCA/GCCATGG], which includes the two
bases that exert the strongest effect: a G at the first base after the translation start, ATG, and a
purine (preferably an A) that is located three nucleotides upstream (74). The identification of
stop codons (TGA, TAA, or TAG) and polyadenylation signals (75), most commonly as
AATAAA (76), has helped define the 3' ends of genes within genomic sequence.

Whereas initial computer programs were developed to identify single exons [e.g., GRAIL
(77) and HEXON (78)], more recently developed programs attempt to identify complete gene
structures. These programs, GENSCAN (79) and FGENESH (80) predict individual exons
based on codon usage and sequence signals and assemble these putative exons into candidate
gene structures. The greatest problem associated with using in silico gene prediction programs
to identify coding structures within genomic sequence is the number of over predictions that
are generated. Although setting low prediction thresholds might identify all genes, the gene
structures will be generated with low specificity (81). The estimated total number of genes
contained within the human genome has varied considerably according to the technique that
was used to evaluate it and the data that were available at the time. Estimates have been based
variously on average genome and gene size, the number of observed CpG islands (and the
proportion associated with genes), redundant and nonredundant EST sequences and, finally,
chromosome specific totals, comparative analysis and genomewide sequence analysis (see
Table 3).

3.2. Sequence Analysis

Although computer programs have been written to predict a number of features associated
with coding sequences, the alignment of experimental data is critical to the validation of pre-
dicted structures. Programs such as CLUSTALW (87), which is used to align multiple nucle-
otide or protein sequences, DOTTER (88), which utilizes pairwise local sequence alignment
strategy, and PipMaker (89), which graphically represents the percentage identify between two
sequences, are useful for inferring structural and functional conservation by sequence homol-

Table 3
Genes in the Human Genome

Dataset Gene no. Date Ref. or source

Hypothetical 100,000 1992 72
CpG islands 80,000 1993 82
EST clusters 60,000–70,000 1994 83
Unigene clusters 92,000 1996 49
Gene sequences 140,000 1999 IncyteGenomicsa

Chromosome 22 sequence 43,000–61,000 1999 20
Chromosomes 22 and 21 sequence 44,000 2000 21
Tetraodon sequence 28,000–34,000 2000 84
ESTs in dbEST 120,000 2000 85
EST and mRNA 35,000 2000 86
Draft sequence 31,000 2001 19

aPress release available at http://incyte.com/company/news/1999/genes.shtml.
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ogy. Sequence homology searching can also be performed using SSAHA (90), Exonerate
(Slater, unpublished), and BLAT (91), which permits homology sequences to be identified
within gigabases of DNA. BLAST (Basic Local Alignment Search Tool), which measures the
local similarity between two sequences (92,93), is the primary method for identifying protein
and DNA sequence similarities prior to incorporation of the features into project-specific
AceDB databases (http://www.acedb.org/) or genome browsers. One of the major advantages
of using BLAST for sequence alignment is the flexibility with which nucleotide and amino acid
sequences can be aligned (see Table 4).

Whereas BLAST alignment of human mRNA, EST, and protein sequences to predict coding
structures provides a primary level of support, predicted features can also be supported by
alignments with sequence from other organisms for comparison (comparative sequence analy-
sis). The identification of sequences that are conserved between species is important because
sequences that contain elements that are potentially functional are more likely to retain their
sequence than nonfunctional segments, under the constraints of natural selection during evolu-
tion. The evolutionary distance between species is an important consideration. Sequence
comparisons between closely related species may facilitate the identification of gene structures
and regulatory elements but if the evolutionary distance between the species is relatively small,
these sequences may be obscured by nonfunctional sequence conservation. Therefore, a variety
of species, including more distantly related species, might be required to identify potential
functional sequences using the comparative approach.

The identification of conserved sequences by comparative analysis has focused on the iden-
tification of noncoding regions (94–96) and protein coding regions (97–99) between human
and mouse genomes. The alignment of sequence from multiple organisms has also been used to
identify upstream regions that may affect gene expression (90). Although comparative sequence
analysis may not identify all control regions associated with a gene, conserved regions may be
identified that would be a candidate for further experimental investigation (101). The availabil-
ity of large tracts of human genomic sequence has necessitated the development of databases
(genome browsers) that provide a framework upon which the enormous amount of data associ-
ated with the human genome can be stored and displayed. The three main databases, Ensembl,
developed at the Wellcome Trust Sanger Institute and the European Bioinformatics Institute
(http://www.ensembl.org/Homo_sapiens/), the University of California Santa Cruz (UCSC)
genome browser (http://genome.cse.ucsc.edu/), and the NCBI browser (http://
www.ncbi.nlm.nih.gov/mapview/map_search.cgi?taxid=9606) each contain information per-
taining to physical maps, chromosome-specific sequence assemblies, aligned mRNAs and
ESTs, cross-species homologies, single-nucleotide polymorphisms (SNPs), and repeat ele-
ments. The development of generic genome browsers, as such as those hosted by Ensembl,
makes possible the rapid identification of homologous sequences between comparative organ-
isms and, in doing so, assist in identifying conserved features that might be of some functional
significance.

Table 4
Sequence Queries Available Using BLAST Alignment

Program Query Database Comparison

blastn DNA DNA DNA level
blastp Protein Protein Protein level
blastx DNA Protein Protein level
tblastn Protein DNA Protein level
tblastx DNA DNA Protein level

Source: Adapted from Brenner, S. E., Chothia, C., and Hubbard, T. J. (1998)
Assessing sequence comparison methods with reliable structurally identified dis-
tant evolutionary relationships. Proc. Natl. Acad. Sci. USA 95, 6073–6078.



Mapping Techniques 129

4. Conclusions
The generation of genetic, RH and physical maps of the human genome have provided a

means by which the genome’s various components can be partitioned and characterized, in
addition to acting as the basis for identifying segregating regions of inheritance that are associ-
ated with disease-causing genes. The construction of a sequence-ready physical map of the
human genome has been central to the production of a high-quality finished genomic sequence,
an essential facet of the complete identification all coding and regulatory features contained
within.

In the future, substantial efforts will be made to fully characterize all of the genes in the
human genome. These studies will result in a fuller understanding of the specificity and range
of biochemical structures and functions that are encoded in the human genome sequence. In
general, there is likely to remain a distinction between the study of functions encoded at the
DNA level, which affect gene expression via transcriptional control, and the study of functions
reflected at the protein level following translation, taking into account posttranslational modi-
fications (processes which are largely genetically determined). Without a genic catalog, func-
tional studies are necessarily limited to the investigation of a specific target—a gene, a protein,
or a disease. These approaches are an essential part of fully interpreting the genome, as they
provide a means by which hypotheses can be experimentally tested and which produce valid
and supplementary results. However, the production of a complete gene catalog (if completion
can indeed be measured or achieved) will provide the raw material for modeling whole sys-
tems. The extensive use of computational biology to suggest how such complex systems are
made up of their interacting components will, in itself, enable predictions to be made of the
system model. These predictions can be tested, both to determine the validity of the modeled
system and to test the success of the methods used to derive the system.

A more complete knowledge of biochemical processes will yield a better understanding of
complex disease and how it should be treated. At present, our knowledge is primarily based on
monogenic diseases. As the problem is reduced to a single gene, hypotheses for function can be
tested by biochemical assays, protein structural studies, experimental knockouts, or the study
of naturally occurring mutants. The approach to complex disease centers on a similar approach
(i.e., trying to identify the one or few dominant genetic factors that contribute the most signifi-
cant effect to the overall phenotype). However, there is a realization that these genetic factors
might not fully explain the observed phenotype and that a proportion of the remaining factors
might not be identified. In t111hese instances, a comprehensive knowledge of the systems
involved will be more informative than the approach of complex disease genetics, both in how
the phenotype arises and how it might be possible to intervene more effectively. This is poten-
tially a true long-term value of the genome sequence and its interpretation in a biochemical,
biological, and genetic context, for the advancement of medicine in the future.
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Dideoxyfingerprinting for Mutation Detection

Ioannis Bossis, Antonios Voutetakis, and Constantine A. Stratakis

1. Introduction
Screening for mutations of the thousands of the sequence products provided by human

genome analysis has proven to be a daunting task. The gold standard for identifying sequence
alterations is direct sequencing. However, this method is labor- intensive and the least cost-
effective. Since the mid-1980s, the need for rapid, high-throughput, accurate, and economical
mutation analysis systems has lead to the development of several technologies, as an alterna-
tive to analysis by direct sequencing, which allowed detection of single mutations in long
stretches of DNA (200–600 bp). These techniques include restriction endonuclease digestion
of polymerase chain reaction (PCR) products (PCR-RFLP), denaturing gradient gel electro-
phoresis (DGGE), single-strand conformation polymorphism (SSCP), dideoxyfingerprinting
(ddF), and heteroduplex mobility assay (HMA). Most of these methods utilize PCR for ampli-
fication of a region of the DNA, a physical or chemical treatment of amplified DNA (by restric-
tion digestion or denaturation), separation of the amplicons by gel electrophoresis (by
denaturing or nondenaturing), and visualization of the separated sequence strands (by autorad-
iography or fluorescence-based detection). Most recent modifications in some of these tech-
niques allow the simultaneous separation and detection of DNA fragments with the use of
sophisticated equipment such as high-performance liquid chromatography (HPLC) and capil-
lary electrophoresis.

Originally described in 1989 (1), SSCP analysis has been the most widely used method for
the detection of mutations because of its simplicity and efficiency (see Chapter 7). In SSCP,
DNA regions with potential mutations are first amplified by PCR in the presence of a radiola-
beled dNTP. Single-stranded DNA fragments are then generated by denaturation of the PCR
products and separated on a native polyacrylamide gel. As the denatured PCR product moves
through the gel and away from the denaturant, it will regain a secondary structure that is
sequence-dependent. The electrophoretic migration of single-stranded DNA is a function of its
secondary structure. Therefore, PCR products that contain substitution differences, as well as
insertions and deletions, will have different mobilities when compared with wild-type DNA.

Although SSCP is simple, rapid, and inexpensive, it also has some disadvantages. The major
limitations of the technique are sequence-dependent-sensitivity and the inability to provide in-
formation about the location of a mutation in a DNA fragment. Efficacy studies, in which the
technique was evaluated against a known mutation, showed that the sensitivity of SSCP can be
highly variable in identifying sequence alterations (2–5). This variability is seen not only be-
tween amplicons but also within the same amplicon if examined under different conditions. Over-
all, SSCP detects previously identified sequence changes in as many as 90% and as little as 60%
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of the specimens, depending primarily on the sequence, the amplicon’s size, and the location of
the mutation.

To circumvent the disadvantages of SSCP, Sarkar and co-workers (6) proposed a new tech-
nique that became known as dideoxyfingerprinting (ddF). ddF is essentially a hybrid of SSCP
and dideoxy sequencing in which primer extension products are generated in the presence of
one dideoxynucleotide and subjected to chemical denaturation and electrophoresis on a
nondenaturing polyacrylamide gel to exploit differences in secondary structure of single-
stranded conformers. The resulting electrophoretic pattern resembles sequencing gels in which
the mobility of extension products is determined by both size and conformation. In ddF, single-
base and other sequence changes can result in the elimination of a normal band or appearance
of an extra band (informative dideoxy component) and altered electrophoretic mobility of one
or more sequence-termination products (informative SSCP component). The intensity of bands
can also be used for dosage analysis, because detection of “half-loss” would indicate heterozy-
gous mutation.

There are three major advantages of ddF over conventional SSCP: (1) The relative position
of a mutation can be revealed as a result of the addition or deletion of a dideoxy-termination
product; (2) the sensitivity is increased because, unlike SSCP, there are multiple bands that
exhibit altered mobility, making it unlikely that a mutation will be missed (because the tech-
nique is based on the same extension principle as dideoxy sequencing, multiple DNA strands
are generated that contain the sequence change); and (3) it permits large PCR fragments to be
generated only once and analyzed in smaller subfragments using different primers. The origi-
nally described ddF could screen the same size of DNA as SSCP (250–350 bp) but with an
astonishingly higher level of detection (6).

In recent years, modifications of the original procedure have resulted in new and improved
variants of ddF. Bidirectional ddF (Bi-ddF), in which the dideoxy-termination reaction is per-
formed simultaneously with two opposing primers, has allowed larger fragments (approx 600
bp) to be screened with almost 100% sensitivity (7). RNA ddF (R-ddF), in which RNA is used
as starting material, enables identification of mutations that result in splicing errors and allows
screening of genes with large intronic regions (2). Denaturing fingerprinting (dnF), a modifica-
tion of Bi-ddF in which fingerprints are generated by performing denaturing gel electrophore-
sis on bidirectional “cycle-sequencing” reactions with each of two dideoxy terminators, has
allowed screening of DNA regions with high GC content, avoiding the generation of “smear-
ing” bands and, thus, increasing the sensitivity of the technique in identifying heterozygous
mutations (8). Further modifications have streamlined the above procedures by adapting them
to either automated fluorescent sequencers or capillary electrophoresis utilizing fluorescent
dNTPs or primers (automated Bi-ddF, capillary electrophoresis-ddF) (9,10). Automated fin-
gerprinting technology allows simultaneous analysis of a larger number of samples, higher
reproducibility, faster data processing, and the ability to analyze longer sequences from a single
reaction.

2. Principles of ddF and ddF Variants
2.1. The Method

In ddF, genomic DNA from control and test subjects (containing possible mutations) is PCR-
amplified and the PCR products serve as the template for the subsequent Sanger sequencing
reaction. The use of a proofreading polymerase in the PCR reaction, such as pfu, is recommended
to avoid mutations introduced by Taq polymerase, which could be responsible for a false-posi-
tive outcome. Success of the PCR reaction is often verified by gel electrophoresis. The absence
of nonspecific products is required in order to obtain meaningful results in the subsequent steps.
Unincorporated dNTPs and unused primers should be removed by passing the PCR reaction
through ultrafiltration columns or treatment with exonuclease I and shrimp alkaline phosphatase
(SAP). Yield of the PCR-amplified DNA for each sample should be determined spectrophoto-
metrically or by running a small amount through agarose gel electrophoresis and comparing it
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with known standards. When necessary, the volume is adjusted so that equivalent amounts of
DNA template are added to the Sanger reaction for each different sample.

The Sanger sequencing reaction is basically a PCR reaction using one nested primer (linear
amplification) and a combination of normal dNTPs and a single ddNTP (usually ddGTP or
ddCTP) in excess. The primer is radiolabeled by the end-labeling technique using [32P]ATP or
[33P]ATP and T4 polynucleotide kinase. [33P]ATP is more expensive than [32P]ATP but results
in better autoradiographs (with sharper bands) and increased sensitivity. The primers can also
be fluorescently labeled and the technique adapted to automated DNA analyzers. The Sanger
reaction is typically performed in a total volume of 7–10 µL containing 20 µM of each dNTP,
100 µM ddGTP or ddCTP, 0.05 µM of radiolabeled primer, 5–10 ng template DNA from the
initial PCR reaction, and 0.4–1 U Taq polymerase. The ratio of ddGTP to dGTP often needs to
be optimized for better results.

Upon completion of the PCR cycling protocol (usually 30 cycles), the reaction is stopped by
adding 35–40 µL of stop/loading buffer (50% formamide, 7 M urea, 2 mM EDTA, 0.1% bro-
mophenol blue, and 0.1% xylene cyanol) and denatured by heating to 80°C for 3–5 min. The
samples are then snap-cooled and loaded into square wells of the gel (shark-tooth comps are
not recommended). Originally, Sanger reactions were separated on 5.6% polyacrylamide gels
at room temperature. However, 7.5% GeneAmp gels or 0.5xMDE gels provide superior results.
Electrophoresis at 7–8°C is better than room temperature and further improves the quality of
autoradiographs and efficiency in detecting mutations. After electrophoresis, the gel is trans-
ferred on chromatography paper, dried, and exposed to autoradiography film. The length of
exposure should be determined empirically, and it is affected primarily by the specific activity
of the radiolabeled primer, the amount of DNA template and number of PCR cycles in the
Sanger reaction, and the sequence complexity of DNA. The resolution limit for detecting an
abnormally migrating band is a change of a half-bandwidth on the upper part of the gel and a
change of one-quarter bandwidth on the lower part.

A schematic representation of ddF is presented in Fig. 1, in which a control DNA (C) is
compared with samples 1 and 2, each containing a single-base substitution. The DNA tem-
plates C, 1, and 2 are generated by PCR from genomic DNA and are subjected to the Sanger
sequencing reaction using a single radiolabeled primer and ddGTP. In the example shown, the
lane with sample 1 contains an extra band relative to the control lane as a result of T�G muta-
tion and the use of ddGTP terminator in the Sanger reaction. In this case, the dideoxy compo-
nent of ddF is informative. In addition, the SSCP component of ddF is informative. The top
three bands are shifted because they have incorporated the mutation. In sample 2, a different
mutation (C�T) is present. In this case, the dideoxy component is noninformative; however,
the SSCP component is informative (the top two bands containing the mutation are shifted).
From the example shown, it becomes apparent that certain mutations can be detected with
much higher efficiency than others. For example, mutations that result in a dideoxy informative
component (an extra or a missing band) are easier to detect.

From all possible single-base mutations (A�G, T�G, C�G, G�A, G�T, G�C, A�T,
A�C, T�C, T�A, C�A, C�T), 50% will result in an informative dideoxy component. The
efficiency in detecting mutations that result only in a SSCP-informative component is variable.
The efficiency of the SSCP component for a given mutation depends on the number of abnor-
mally migrating bands. Thus, mutations located far from the site complementary to the primer
will be more difficult to detect. Typically, mutations as far as 250 bp from the primer-annealing
site can be detected.

2.2. Bidirectional ddF

For screening larger DNA segments (up to 550 bp) with 100% sensitivity, bidirectional ddF
(Bi-ddF) should be used (7). In Bi-ddF, the Sanger termination reaction utilizes two opposite
primers to simultaneously scan for mutations in both directions. In this way, dideoxy and SSCP
components from both strands contribute to the sensitivity. If ddGTP is used in the termination
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reaction, only A�T or T�A mutations will not have an informative component. As mentioned
above, mutations that result in an informative dideoxy component in addition to an SSCP com-
ponent are detected with greater sensitivity. In addition, the SSCP component in Bi-ddF is, on
average, more informative because alterations of mobility can be detected in either the upstream
or downstream direction. From a technical point of view, the only additional work required to
adapt Bi-ddF over the original ddF is that the ratio of the downstream and upstream primer
concentrations in the Sanger reaction needs to be optimized so that both termination products
are of similar intensity. Bi-ddF can be also adapted to automated DNA analyzers by labeling
the upstream and downstream primers with different fluorescent dyes (9). Bi-ddF is ideally
suited for mutation detection in hemizygous, homozygous, and cloned templates. Templates
with heterozygous mutations are generally more difficult targets for Bi-ddF.

2.3. Denaturation Fingerprinting

Both conventional ddF and Bi-ddF perform extremely well in DNA sequences with an aver-
age G+C content. However, when these methods are applied to regions of high G + C-content
(G+C>60%), extensive smearing of bands is observed decreasing the resolution and, therefore,
the sensitivity of the technique. For these regions, denaturation fingerprinting (dnF) is the
method of choice (8). In dnF, the Sanger termination reactions are performed bidirectionally
(like Bi-ddF) with two dideoxy terminators one of which is either ddATP or ddTTP and the
other is ddCTP or ddGTP and the fingerprints are generated on denaturing gels to avoid smear-
ing. Even though some secondary structure is still present, the use of denaturing gels in dnF
diminishes contribution of the SSCP component in detecting mutations. There are two versions

Fig. 1. Representative diagram of the principles underlying band detection in ddF. The upper
panel shows control (c) DNA and two amplicons with two different point mutations. The
dideoxy-sequencing bands bearing the mutations are shown along with those from the normal
control. The lower panel shows the different migration pattern generated by the mutant bands
in comparison to those from the control specimen when all specimens are run on a
nondenaturing gel. The number of additional bands depends on the type and location of the
mutation(s). For further details, see the text.
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of dnF termed dnF2R and dnF1R. In dnF2R, the two Sanger reactions are performed separately,
electrophoresed on two separate lanes of a denaturing gel, and analyzed. If a bidirectional cycle
sequencing reaction is performed with one ddNTP (e.g., ddCTP), only about 80% of mutations
are detected based only on the dideoxy component. If the second bidirectional reaction is per-
formed with ddATP or ddTTP, then almost 100% of mutations will be detected when both
fingerprints are examined. In dnF1R, only one fingerprint is generated by performing a single
reaction with ddATP (or ddTTP) and a second chemically modified terminator (ROX-conju-
gated ddCTP or ROX-ddGTP), which retards the mobility of the same termination products by
two nucleotides. It is not possible to use ddATP and ddCTP in the same reaction because cer-
tain mutations would result in simultaneous addition and deletion of a band at the same site.
The use of a modified dideoxy nucleotide enables detection of all mutation types in a single
Sanger reaction.

3. Clinical and Research Applications of ddF
ddF was initially proposed as a screening technique that could be beneficial for both mo-

lecular genetics and disease diagnostics. ddF was first used to examine genomic DNA from
patients with hemophilia B. In the original report describing the technique, all single-base
changes in a 1669-bp segment of the human factor IX gene were detected (100% sensitivity)
with a very low rate of false-positive signals (6). Importantly, the approximate location of the
sequence changes was determined, indicating that ddF is a not only a rapid screening method
for the presence of mutations but also more efficient than SSCP.

Since the initial report, ddF has proven to be the method of choice for screening large
genomic regions (containing multiple genes) where suspected mutations might be present. An
elegant example for the successful application of the technique is the case of multiple endo-
crine neoplasia 1 (MEN 1). MEN 1 is an inherited cancer syndrome where affected individuals
develop multiple parathyroid, enteropancreatic, and pituitary tumors. The MEN 1 approximate
locus was originally identified by linkage analysis; ddF was then used to identify the gene
harboring the disease-causing mutations. A very large region (2.8 Mb), containing a total of 15
candidate genes, was thoroughly evaluated in order to complete the task (11).

ddF can also be useful for the simultaneous screening of multiple candidate genes to deter-
mine the specific cause of a disease. Long QT syndrome is a cardiac disorder characterized by
syncopes and sudden death. ddF was used to screen all exons in five candidate genes, encoding
cardiac Na(+) and K(+) channels. In this case, analysis of the samples in both the sense and
anti-sense direction (Bi-ddF) and the use of capillary array electrophoresis resulted in 100%
sensitivity (12).

ddF is a relatively rapid and inexpensive molecular technique and seems appropriate when a
large number of samples need assessment. Therefore, ddF is an ideal screening method for
identifying potentially disease-contributing polymorphisms in a gene candidate for a complex
disease or a susceptibility factor. For example, the technique was used to investigate whether
polymorphisms in the pancreatic transcription factor neurogenin-3 (NGN3) contribute to the
etiology of maturity-onset diabetes of the young or other forms of autosomal dominant diabetes
(13). Ninety-one probands of families with autosomal dominant diabetes were screened for
NGN3 mutations. Three sequence differences were identified: a polymorphism not affecting
the amino acid sequence (L75L), a CA insertion/deletion (ins/del) in intron 1 (–44 ins/del), and
a C to T transition causing a serine to phenylalanine substitution (S199F). Similarly, ddF was
used to investigate the 5' flanking region of the neurofibromatosis type 1 (NF1) gene in 380
neurofibromatosis type 1 patients (14) and the insulin receptor substrate 2 (IRS-2) gene in 14
pedigrees with early-onset autosomal dominant type 2 diabetes (15). In the same context, the
technique has also been used in large-scale polymorphism studies in order to better understand
the biological role of a protein. For example, Bi-ddF was used to screen for polymorphisms in
the interleukin-3 (IL-3) enhancer, promoter, and gene coding regions in a group of 88 Cauca-
sians. Analysis revealed the presence of several infrequent polymorphisms, which may affect
IL-3 functionality (16). Similarly, ddF was used to screen the monoamine oxidase B (MAO-B)
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gene for polymorphisms in 100 alleles derived from patients with schizophrenia to identify
sequence changes that might be associated with the disease (17). Interestingly, approximately
235 kb of genomic sequence was screened in this report in a short time, further underlining the
value of ddF. The study concluded that mutations affecting the structure of the MAO-B protein
are uncommon in the general population and are unlikely to contribute significantly to the
genetic predisposition to schizophrenia. ddF has also been utilized to screen for schizophrenia-
predisposing alterations within the dopamine D1 and D5 receptor (DRD1 and DRD5) genes in
a large number of patients; no association with the disease was found (18,19).

It has recently been realized that certain diseases can be caused by mutations or polymor-
phisms in promoter regions of certain genes. Such is the situation, for example, in the Langerhans
cell histiocytosis (LCH) syndrome. In this condition, elevated levels of tumor necrosis factor-α
(TNF-α), interferon-γ (INF-γ) and other cytokines is observed. In an elaborate study aimed to
unravel the genetic cause of the disease (20), ddF was utilized to compare the TNF-α and IFN-γ
promoter DNA sequences in LCH patients and normal individuals. ddF can be very useful in these
cases because regulatory elements are often found far from transcription initiation sites and large
pieces of DNA promoter regions need screening. Indeed, the method identified polymorphisms in
the TNF-α promoter of LCH patients that result in increased production of the cytokine.

The method is also being routinely used for screening large tumor-related genes. Obviously,
direct sequencing of these genes in all members of families with multiple cancer incidents is
unrealistic. Therefore, ddF has been employed for screening genes such as BRCA1 (breast/
ovarian cancer), p53 (follicular thyroid carcinoma and primary breast cancer), and MEN 1 (21–
27). Particularly, mutation analysis of the BRCA1 gene is a challenge because of its size (22
exons encoding an 1863 amino acid protein) and wide distribution of mutations. It should be
mentioned that alterations in the BRCA1 sequence are responsible for approximately half of the
cases of hereditary breast cancer, including the majority of familial breast and ovarian cancers.
ddF has also been employed to unravel mutations in genes associated with other endocrine
conditions such as GNAS, GNAI2, and the GHRH receptor gene (28). Therefore, ddF can help
identify carriers of hereditary life-threatening diseases and optimize the management of those
at risk (for proper genetic counseling).

In addition to the examples mentioned, ddF has aided in the identification of mutations in a
great variety of human disorders (see Table 1). These include mutations in the myelin protein

Table 1
Examples of Successful Applications of ddF and Its Variants
in Genetic Analysis of Human Disease

Disease Gene Ref.

Aniridia PAX6 30
Hemolytic anemia Glucose-6-phosphate

Dehydrogenase (G6PD) 36
Hemophilia A factor VIII 33
Hemophilia B factor IX 6,34
Intermediate motor and

sensory neuropathy myelin protein zero 29
Isolated growth hormone

deficiency growth hormone-1 31,32
Long QT syndrome KCNQ1,

(LQTS) KCNH2 12
Multiple endocrine

neoplasia 1 (MEN 1) MEN 1 11,21,22
Schmid metaphyseal

chondroplasia (SMCD) COL10A1 37
Severe combined Gamma chain of leukocyte

immunodeficiency (SCID) cytokine receptors (IL2RG) 35
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zero gene in families with intermediate motor and sensory neuropathy (29), the developmental
control gene PAX6 in patients with aniridia (30), the growth hormone-1 gene in sporadic cases
with severe isolated growth hormone deficiency (31,32), factor VIII and factor IX gene in fami-
lies with hemophilia A and B, respectively (33,34), mutations in the gamma chain of leukocyte
cytokine receptors (IL2RG) gene in patients with severe combined immunodeficiency (SCID)
(35), and in glucose-6-phosphate dehydrogenase–deficient patients (36).

Schmid metaphyseal chondroplasia (SMCD) is an autosomal dominant disorder of the skel-
eton. Patients with SMCD have mutations in the gene that codes for the α-1-chain of collagen
X (COL10A1). Mutation analysis of the COL10A1 gene is hampered by its size (exon 2 that
encodes 95% of the α-1-chain contains 2940 bp); thus, ddF was employed in order to detect
sequence changes in two SMCD siblings and their affected mother (37). This particularly com-
plex case proved to be a challenge for the deciphering power of the ddF and is therefore de-
scribed in detail. The above-mentioned three patients were heterozygotes for a pathogenic T to
C transition (nucleotide 2011). In the ddF gel (see Fig. 2), all bands containing the mutation

Fig. 2. Example of a ddF electrophoresis gel using DNA extracted from two siblings with
Schmid metaphyseal chondroplasia (lanes 2 and 3, respectively) and a normal control (lane 4).
All three individuals are heterozygotes for the same pathogenic substitution in nucleotide 2011
of the COL10A1 gene (arrow A). Their mother (lane 1) is heterozygous for the T to C transition
resulting in the appearance of two bands toward the top of the gel for each corresponding
control band: one normal (same as the control in lane 4) and one with altered mobility because
of the presence of the mutation. The two children (lanes 2 and 3) carry the same T to C transi-
tion in their maternal allele and an additional trinucleotide (CCC) deletion (3' untranslated
region; downstream of nucleotide 2011) in their nonpathogenic, paternal allele. When only the
CCC deletion is present in an amplicon (bottom part of the gel), two bands appear in lanes 2 and
3 (arrow B): a normal one from the maternal allele that moves along with the corresponding
bands in lane 1 and 4 and a shifted one from the paternal allele containing the deletion. As we
move toward the top of the gel, the DNA segments coming from the maternal allele start con-
taining the C to T transition and are shifted in parallel with the band in lane 1 that has the same
sequence. The end result in lanes 2 and 3 (arrow A) are two shifted bands (one containing the C
to T transition and one containing the CCC deletion) for each corresponding control band.
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should appear shifted in comparison to the corresponding normal bands (control lane). Because
the patients had one physiological allele, the normally expected bands should also exist, result-
ing in the appearance of two bands (one normal and one shifted) for each band found in the
control lane after nucleotide 2011. That was the case only for the affected mother. The two

Fig. 3. Application of ddF in genotyping of the parasite Schistosoma japonicum (SJ). Schis-
tosomiasis is caused by the blood fluke SJ and consists a major health problem in several areas
around the world. There is considerable strain variation among SJ populations that correlates
highly with pathogenicity of the micro-organism. In this analysis, low-level nucleotide varia-
tion in the NADH dehydrogenase mitochondrial gene in isolates of SJ is demonstrated. Notice
a 6-base difference between lanes 2 and 3, a 5-base difference between lanes 1 and 2, a 4-base
difference between lanes 9 and 10, a 3-base difference between lanes 10 and 11, a 2-base differ-
ence between lanes 17 and 19 and a single-base difference between lanes 14 and 15. (From ref.
38, with permission.)
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children also carried a polymorphism in their normal allele, inherited from their father (a tri-
nucleotide [CCC] deletion in the 3' untranslated region downstream of nucleotide 2011) shift-
ing their “normal” band as well. Because ddGTP was used in the termination reaction, an
informative component (loss or gain of a band) was not observed.

The discriminative power of ddF can also be applied in the classification and/or identifica-
tion of bacteria, parasites, and viruses. In such cases, screening of a reference gene can reveal
strain-characteristic variations that can be thereafter used for quick and specific identification
(see Fig. 3). Genotyping of microorganisms can be helpful in understanding the epidemiology
and different clinical presentations of a contagious disease. Moreover, such knowledge can
help physicians predict the course and severity of an infection and resistance to antibiotics prior
to therapy initiation. For example, ddF was used to genotype a panel of Borrelia burgdorferi
spirochete isolates from patients suffering from Lyme borreliosis. The most frequent and seri-
ous manifestation of disseminated Lyme borreliosis is neuroborreliosis. The goal of the study
was to find a possible association of neuroborreliosis to certain B. burgdorferi genospecies,
indicating species-dependent organotropism (39). In another study, ddF was used to detect
mutations in the rpoB gene (known to confer drug resistance) in clinical isolates of mycobacte-
ria causing tuberculosis. Such information can help physicians predict resistance to key com-
ponents of therapeutic regimens and, therefore, choose the most appropriate treatment (40).
ddF has also been used to distinguish between hepatitis virus (HCV) types and subtypes because
there are genotype-specific clinical consequences in HCV infections, particularly in response
to interferone treatment (38). In such cases, HCV RNA was reverse transcribed and PCR am-
plified prior to ddF analysis. The method proved rapid and less labor-intensive for routine
genotyping than direct DNA sequence and thus of greater clinical applicability (38). ddF has
been also used to display low-level nucleotide variation in mitochondrial genes of the human
blood fluke Schistosoma japonicum and cestodes of the genus Echinococcus and in the riboso-
mal DNA of ascaridoid nematodes. In all cases, ddF proved very efficient for genotyping
because parasites could be readily differentiated by their reproducible ddF profiles (41–43).
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Conformation-Sensitive Gel Electrophoresis

Marian Hill

1. Introduction
Conformation-sensitive gel electrophoresis (CSGE) was initially developed by Ganguly et

al. in 1993 as a screening method to minimize the amount of nucleotide sequencing required
when investigating large multiexon genes for mutations (1). It is based on the ability to distin-
guish between homoduplexed and heteroduplexed DNA fragments by electrophoresis under
partially denaturing conditions.

Conformation-sensitive gel electrophoresis is now a widely used screening method for
mutation analysis in genetic disorders. It is ideal for the detection of single-base changes and
small insertions or deletions, particularly in disorders where different unknown mutations are
spread throughout large genes (1–3). It has also become a valuable tool for the detection of
single-nucleotide polymorphisms (SNPs) (4,5) (see Chapter 19).

1.1. CSGE Theory

DNA homoduplexes consist of double-stranded DNA fragments in which all of the bases are
paired correctly with their complementary base on the opposite stand. Heteroduplex DNA con-
tains mismatched bases, and in polymerase chain reaction (PCR) products that originate from a
patient with a heterozygous mutation, they are formed when double-stranded DNA is allowed
to dissociate then reanneal with the complementary strand originating from a different allele
(see Fig. 1).

The presence of mismatched bases induces subtle conformational changes in the heterodu-
plex compared with the homoduplex, as the misaligned bases do not conform to the typical
Watson–Crick base-pairing rules. In the presence of mildly denaturing solvents this conforma-
tional change is amplified and allows the differentiation of homoduplexes and heteroduplexes
by polyacrylamide gel electrophoresis

2. Mechanism of CSGE
2.1. Sample Preparation for CSGE

The amplicon (DNA fragment generated by PCR) must be of good quality and sufficient
concentration. Amplicon design is critical to the success of CSGE (see Subheading 3.).
Hetetroduplex formation is carried out by heating the amplicon to separate the double-stranded
DNA (typically at approx 98°C for 5 min), followed by an incubation step to allow reannealing
of single-stranded DNA to the complementary strand (typically 65°C for 30 min). This results
in the formation of both homoduplexes and heteroduplexes (see Fig. 1). In order to detect
homozygous mutations, the amplicon must be mixed with an equivalent wild-type control for
heteroduplex analysis.
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2.2. Gel Preparation

Conformation-sensitive gel electrophoresis involves the use of a nonproprietary polyacryla-
mide gel for electrophoretic separation. These gels are typically a manual sequencing format (e.g.,
30 × 45 cm) and 1 mm thick consisting of 10% acrylamide with a 99 : 1 ratio of acrylamide to BAP
[1,4-bis(acrolyl) piperazine]; this crosslinker was chosen because it increases conductivity and
greatly improves gel strength. The gels are prepared in a Tris : taurine : EDTA buffer and also
contain ethylene glycol (10%) and formamide (15%) as mild denaturants. Ammonium persulfate
and TEMED (N, N, N, N’-tetramethylethylenediamine) are used to initiate polymerization.

2.3. Electrophoresis and Analysis

Samples are loaded onto the gel in a standard loading buffer. Electrophoresis is carried out
(typically for 16 h at 400 V) in a Tris:taurine:EDTA buffer system, which is optimal for the
separation of PCR products (1). Bands are usually visualized using a standard DNA stain such
as ethidium bromide (Sigma) or Gelstar (BioWhittaker), although silver staining and 32P-labe-
ling have also been used in some laboratories (6,7).

Separated products are seen as bands under ultraviolet (UV) illumination. Homoduplexes are
generally detected as a single band; one or more additional bands representing the co-migrating
heteroduplexes might be seen if a mismatch is present. Figure 2 illustrates the CSGE band
patterns associated with two different mutations [a 1 bp deletion (–g) and a t�c substitution] in
exon 9 of the Factor XI gene. Although the heteroduplex band/s are commonly seen above the
homoduplex band, this type of pattern is not always seen, as illustrated in lane 3. In some cases,
it might be possible to resolve up to four bands representing all variants. The pattern of bands is
highly variable depending on the type of mutation and the sequence context, although insertions
and deletions tend to produce the largest band separation, as they effect a larger conformation
change. Because additional bands might also be seen as a result of a secondary structure, it is
advisable to always include a wild-type control for comparison to avoid false-positive results.

Fig. 1. Illustration of heteroduplex and homoduplex generation. A PCR product from a
patient who is heterozygous (A/C) at a specific nucleotide position will contain two species of
double-stranded DNA. Heating to 98°C will dissociate the double-stranded DNA, incubation at
65°C allows the strands to reanneal. Heteroduplexes are formed when a strand from one allele
reanneals with the complementary strand from the other allele, and they will contain a mis-
matched basepair.
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3. Factors Affecting CSGE Sensitivity
The exact nature of the mismatch, size of the amplicon, and location and sequence surround-

ing the mismatch (sequence context) will all affect the sensitivity of CSGE. The reported detec-
tion rate of this method has ranged from 60% of BRCA1 mutations in a study coordinated by
Eng et al. (8) to 100% in a number of studies, including those of Korkko et al., who recom-
mended modified electrophoresis conditions and restricted amplicon size for optimum muta-
tion detection in collagen genes (9).

3.1. Amplicon Size
Optimal amplicon size is 200–500 bp, although sequence mismatches have been detected in

amplicons up to 800 bp in length. Size is limited by the inherent flexibility of DNA, which may
mask any conformation change as a result of mismatch (10).

Korkko et al. (9) suggested that amplicons should be limited to below 450 bp for optimum
sensitivity and demonstrated that a single-base polymorphism in the COL1A2 gene, which could
not be detected in a 755-bp amplicon, was clearly seen when PCR primers were redesigned to
reduce the amplicon size to 276 bp.

3.2. Nature and Sequence Context
The band pattern seen is highly variable, as it is dependent on the nature of the mismatch and

the surrounding nucleotide sequence (sequence context). In a recent update on CSGE, Ganguly
et al. analyzed the ability of CSGE to distinguish specific mismatches within the same sequence
context and found the following order of sensitivity (11):

G:G = G:T = T:G > G:A = A:G = T:T > A:A > C:T > C:C = C:A = A:C = T:C

In this study, four heteroduplexes (C:C, C:A, A:C, and T:C.) were indistinguishable from
the homoduplex band. However, these mismatches are still detectable, as their complementary
heteroduplexes (G:G, G:T, T:G, and A:G) resulted in a clearly defined additional band (11).

The importance of sequence context was also illustrated in this report, as a different migra-
tion pattern was seen with a C:T mismatch when the C was located in the sense or antisense
strand (11).

Fig. 2. Illustration of variation in band patterns seen in CSGE. FXI gene, exon 9. Lane 1:
normal control, lane 2: patient with a single-base deletion (g); lane 3: patient with t � c
substitution.
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Initial studies with CSGE by Ganguly et al. (1) suggested that mismatches within high-
temperature melting domains might be particularly difficult to resolve. However, the same
mutations were detectable in later studies when primers were redesigned further away (9). It is,
however, generally accepted that CSGE is more sensitive to mismatches within an AT-rich
sequence context than a GC-rich region (11).

3.3. Location of Mismatch

Mismatches that are close to the end of the amplicon are less easily detected. Ganguly et al.
(1) initially failed to detect a mismatch that was located 51 bp from one end of the PCR frag-
ment. This became detectable when the primers were redesigned to position the mismatch 81
bp from the end. It is, therefore, advisable to allow for 50–100 bp of additional sequence at
either end of the region of interest when designing primers for CSGE.

Figure 3 illustrates the effect of mismatch position on detection. Primers were redesigned to
position a c � a substitution within exon 5 of the FXI gene at 174, 70, and 42bp from the end of
the amplicon. The amplicon size was maintained at 290–292 bp. The ability to detect the mis-
match is lost as the position of the mismatch approaches the end of the amplicon.

4. Limitations of CSGE
Conformation-sensitive gel electrophoresis is ideal for the detection of heterozygous single-

base changes and small insertions or deletions; however, large deletions might go undetected.
Because different homoduplexes are not generally resolved by CSGE, homozygous or hemizy-
gous changes are not detectable unless the amplicon is mixed with an equivalent wild-type
control to allow heteroduplex formation.

Changes in the band pattern can be subtle with some mismatches and experience is invalu-
able for interpretation of results and optimum amplicon design.

In common with most screening methods, CSGE provides limited information on the na-
ture of a previously unknown sequence variation or its significance, and might not distin-
guish between two closely linked sequence variations. Although band patterns associated
with specific mismatches within the same amplicon are reproducible, it is always advisa-
ble to sequence to confirm the nature of the mismatch.

Fig. 3. Illustration of effect of mismatch position on ability on detection. FXI gene, exon 5.
Primers were redesigned to position a c � a substitution at different points from the end of the
amplicon. Size was maintained at 290–292 bp. Lane 1: mismatch is 174 bp from end; lane 2:
mismatch is 70 bp from end; lane 3: mismatch is 42 bp from the end.
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Conformation-sensitive gel electrophoresis is particularly useful for genes that are not very
polymorphic, such as Factor VIII. The sequencing load can increase significantly when highly
polymorphic genes such as BRCA1 are analyzed, owing to the detention of polymorphisms as
false positives. However, it remains a powerful tool because it greatly reduces the amount of
sequencing required during the investigation of such genes (12).

Conformation-sensitive gel electrophoresis has been compared with other screening meth-
ods in a number of studies. Markoff et al. reported that CSGE was better than single-stranded
conformation polymorphism (SSCP) for the analysis of mutations in BRCA1 (6), and although
these two methods were comparable in a study by Eng et al. (8), they concluded that denaturing
high-pressure liquid chromatography (dHPLC) was more sensitive. However, under optimum
conditions, CSGE has been shown detect close to 100% of mutations (9) and has the advantage
that it can be carried with a minimum of specialized equipment.

5. Applications and Modifications of CSGE

Conformation-sensitive gel electrophoresis is frequently used in the diagnosis and study of a
range of genetic disorders, particularly those associated with different causative mutations that
can be spread throughout the gene.

In hemophilia A, CSGE greatly reduces the sequencing required to identify mutations in the
Factor VIII gene where it facilitates diagnosis and carrier analysis (13,14). CSGE has also been
used in a number of other haemostatic disorders (15). CSGE was initially established to improve
the analysis of multiple genes associated with collagen disorders (9). Korkko et al. reported
that CSGE was a highly sensitive tool in the analysis of the FBN1 gene in Marfan syndrome
(2). Molecular diagnosis in this gene was useful for the confirmation of the diagnosis, which is
valuable because of the extensive phenotypic variation in this disorder. Finnila et al. described
the use of CSGE in the analysis of mitochondrial DNA in patients with occipital stroke (16).

Where a number of different fragments are to be screened, PCR reactions can be multi-
plexed and amplicons analysed simultaneously, providing that the products can be easily dif-
ferentiated. Arancha et al. used this approach in a study of the MEN 1 gene in endocrine
neoplasia type 1 (17). Likewise multiple loading of suitable amplicons into the same lane is
frequently carried out to increase throughput. CSGE has also been widely used in the analysis
of sequence variations in cancer-susceptibility genes such as BRCA1 and BRCA2 (18,19).

The requirement for high-throughput testing, particularly for SNP analysis, has facilitated a
number of modifications to the basic CSGE method to improve both speed and sensitivity. For
example, CSGE was combined with restriction endonuclease fingerprinting (REF-CSGE) by
Herzog et al. to reduce the number of confirmatory sequencing reactions required in the analy-
sis of BRCA exon 11 mutations (20).

Leung et al. made modifications to the basic protocol to allow the use of CSGE as an inex-
pensive approach to high-throughput screening of SNPs in TIGR/MYOC genes in primary open-
angle glaucoma (5). These included decreasing gel thickness, increasing the number of lanes
per gel, and loading up to seven samples per lane. A two-stage screening strategy was used to
minimize the sample mixing required for homozygote detection, and Sybr Gold DNA stain was
used to increase sensitivity.

Higher throughput and sensitivity has also been achieved with the use of fluorescent labels
and the automation of CSGE on genetic analyzers. Fluorescent-CSGE (F-CSGE) has been
developed on both a gel and capillary format (4,15,19).

Gel composition might require modification to minimize fluorescent quenching, and fluo-
rescent label is usually introduced by random incorporation of labeled dNTP during PCR. Bands
are analyzed by instrument software, allowing greater sensitivity. This approach has been use-
ful where the genes studied are highly polymorphic (e.g., BRCA1 and BRCA2), as the band
patterns resulting from known polymorphisms were more reproducible and therefore could
easily be identified and dismissed (19).
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Rozycka et al. described capillary-based CSGE in the analysis of SNPs and known sequence
variations in the lipoprotein lipase and BRCA2 genes. This was carried out using an ABI 310
genetic analyzer with a proprietary Genescan polymer (4). Samples were loaded in 45%
formamide, 30% ethylene glycol, and 10 mM EDTA, together with an internal size standard.
The fluorescent label was introduced by the incorporation of labeled dNTPs. Although this
method detected 7/7 short insertion or deletions, only 16/22 nucleotide substitutions in a series
of mismatches in the lipoprotein lipase and BRCA2 genes were detected. This was improved by
limiting the amplicon size to below 350 bp and ensuring a 50 bp redundant sequence at each
end of the amplicon. Although this method allows better resolution between closely migrating
bands, transfer onto an automated platform might require modifications to ensure that sensitiv-
ity is maintained.

In addition to increased resolution, F-CSGE increases reproducibility by the inclusion of an
internal size standard with each sample and throughput is particularly improved where four-
color technology is available, as multiple fluorescent-labeled amplicons can be analyzed
simultaneously. Although this approach is faster and more reproducible than the manual
method, it does require specialized equipment and training, and therefore increased cost (19).

6. Summary
Conformation-sensitive gel electrophoresis provides a highly sensitive and efficient screen-

ing method. It compares well in terms of sensitivity with other screening technologies and has
the advantage of being simple to perform and cost-effective, as it can be carried out with mini-
mal specialized equipment. CSGE also lends itself to automation and such modifications have
been useful in increasing sample throughput, providing a technique that is valuable for both
detection of unknown mutations in genetic disorders and in high-throughput screening for SNPs.
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Amplification Refractory Mutation System and Molecular Diagnostics

Richard Kitching and Arun Seth

1. Introduction
Allele-specific polymerase chain reaction (PCR) was first described in 1989, with variations

arising over the next few years such as allele-specific oligonucleotide PCR, mutant-allele-spe-
cific amplification (MASA), PCR amplification of specific alleles (PASA), and the amplifica-
tion refractory mutation system (ARMS) (1–5). For convenience, the term ARMS will be used
here when referring to them collectively.

These related methods utilize the difference in extension efficiency between primers with
matched and mismatched 3' bases. The Taq DNA polymerase used in PCR reactions will ex-
tend primers with a mismatched 3' base 40- to 100-fold less efficiently than with a perfectly
matched 3' base. A complete match between primer and template will yield a product, whereas
one or several mismatches at the 3’ end will inhibit extension. When used in combination with
a common upstream primer, PCR amplification of either wild-type or mutant alleles produces
DNA products of a predictable size, depending on which template is present. By detecting
which primer pairs form the products, a sample’s genotype can be determined. Product detec-
tion and identification are the most variable steps in an ARMS assay and the speed of product
detection contributes to the throughput capacity of each particular method. The most straight-
forward is gel electrophoresis, whereby reaction products are separated from the oligonucle-
otide primers by size and detected by ultraviolet (UV) fluorescent DNA intercalating dye. Mass
spectrometry detects and identifies the allele-specific products by molecular weight, DNA
sequencing separates products by size and fluorescence labels (6,7). Other methods use fluo-
rescence resonance energy transfer (FRET), fluorescence polarization (FP), luminescence,
absorbance, and melting temperature (8–10). Most have been designed to be set up, performed,
and analyzed in 96-well microplates.

The combination of ARMS with UV detection of DNA after electrophoresis is the most
robust of these methods. Although cost-inefficient and time-consuming relative to high-
throughput techniques, it avoids expensive instrumentation and costly probes. It is the most
frequently used technique for the determination of single nucleotide polymorphisms (SNPs)
outside of North America, western Europe, and Japan. SNPs have emerged as genetic marker
of choice because of their high density and relatively even distribution in the human genome.
About 1 in every 1000 bases along a human chromosome is estimated to differ between any two
copies of that chromosome. Such a locus is referred to as polymorphic if the allele frequency of
the most common variant is greater than 99% (11). Extensive sets of polymorphic sequences
have been identified in the course of genome research, in studies of human genome diversity,
and in the process of establishing mutation databases that eventually might include all common
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variants of human genes (12). A subset of these genetic markers are mutations that affect the
structure of proteins or the activity of gene regulatory regions for genes that cause phenotypic
disease. Fine mapping of disease loci and candidate gene association studies have identified
many such mutations. The application of SNP analyses most suited to ARMS PCR is to survey
the small numbers of sequence variants known to be associated with a specific disease.

2. Design of an ARMS Assay
Here we present an overview of the major steps required for design of an ARMS assay to

detect a particular SNP in DNA samples from a human population such as was done for BRCA1
(5). SNPs are favored genetic markers because of their high density and relatively even distri-
bution in the human genomes. Fine mapping of disease loci and candidate gene association
studies by government and private companies have produced millions of nonredundant SNPs
that are readily available for the design of ARMS primers (http://www.ncbi.nlm.nih.gov/SNP/
; http://www.celera.com/). Typically, Pubmed searches for the gene of interest will result in
one or more studies from which candidate SNPs can be extrapolated (see Chapter 19).

Multiple SNPs might be suitable for some applications, such as mutations that lead to trun-
cation of the coding regions or inactivation of the promoter. These web-based or other software
can be used to design oligonucleotides that have the SNP at the 3' end. Primers ending in 3'-A
should be avoided if possible because of a generally lower extension efficiency, however, it
might be possible to empirically define PCR conditions for such oligonucleotides in the absence
of other candidates. Extension from the mutant or wild-type primer occurs only when the 3' end
is complementary to the template DNA. In addition to the allele-specific primer, each ARMS
reaction requires a second primer common to both reactions. The sequence chosen for the sec-
ond primer will determine where the second primer hybridizes to the template DNA, allowing
the designer to determine the size of the DNA fragment amplified in the PCR reaction. The
second primer should be designed to amplify a DNA fragment large enough for the detection
method to be employed. In the case of visual UV detection of reaction products after gel elec-
trophoresis, a size of 200–600 nucleotides is suggested. If sequencing is to be used for confir-
mation, the amplified DNA should be suited to the limitations of the DNA sequencer. Be certain
that the primer pair is entirely within a single exon of the gene. Coding regions for most genes
are derived from cDNA sequences that lack introns and you will typically be using genomic
template DNA, which might contain introns whose length exceeds the limits of the PCR reac-
tion. Gene structures can be deduced by comparison of the full cDNA to human genomic DNA
using the BLAST programs and databases available at the NCBI (www.ncbi.nih.nlm.gov) (see
Chapter 28).

PCR conditions can have a significant effect on the specificity of DNA extension from a SNP-
specific ARMS oligonucleotide. Although the quantitative dependence of PCR yields on target
input conforms to a linear log–log relation at a low cycle number, it does not hold beyond about
1 nM of DNA (13,14). Also of concern is the possibility of nonspecific or random hybridization
to partially identical sequences in other regions of the genome. Thus, high-stringency conditions
for hybridization and a low cycle number are the cautious approach to using complex genomic
target DNA. Variable sample quality might affect the specificity of an individual reaction. Refer-
ence samples from unaffected patients are an important control for this. During the validation
stage of assay development the presence of the mutation in DNA amplified using the mutant
primer and the lack of the target mutation in DNA amplified by the wild-type primer should be
confirmed by DNA sequencing. This can be done with samples whose genotype is determined by
more laborious methods as described during the validation of our BRCA1 ARMS assay (5).

The presence of the SNP of interest is possible when amplification of the template DNA
occurs using a primer whose 3' end is complementary to the SNP nucleotide. In this design, the
presence of amplified DNA is detected by electrophoresis of the reaction products on a 1–2%
agarose gel. Further confirmation can be done with the same sample in a second reaction to
show the absence of amplification by a primer designed to hybridize with the wild-type
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sequence (see Fig. 1). The final determination that the SNP was amplified from the sample
DNA is by sequencing of DNA extracted from the agarose gel.

3. Automation and Detection Technologies
Most advances in the conversion of two-step PCR/electrophoresis ARMS have occurred in

the automation of sample handling and detection of amplification products. Product detection
and identification can be performed in many different ways. Mass spectrometry detects and iden-
tifies the allele-specific products by molecular weight; DNA sequencing separates products by
size and fluorescence labels. Other methods use fluorescence resonance energy transfer (FRET),
luminescence, absorbance, and melting temperature. Various combinations of these techniques
with SNP-specific primer PCR have been tested and applied in recent years (9,10,15–18).

With the advent of robotic plate handlers and pipettors, automation of both amplification
and detection can be done. Typically, microplates are set up with the oligonucleotide mixtures,
sample template DNA, enzyme, and other reagents by using standard automated liquid-han-
dling equipment, such that the only procedure not automated is the transfer of the plates to the
PCR machine and, finally, the reader. This technology is fully compatible with various types of
PCR machine and detection method. For example, microplate array diagonal gel electrophore-
sis (MADGE) is directly compatible with PCR microplates and has been used with ARMS PCR
to generate gel images for semiautomatic computerized data analysis (15). It is expected that
unifying robot arm technology will be more readily available in the future, allowing for fully
automatic flowthrough.

The basic ARMS assay can easily be multiplexed with careful design of primer sets that
produce distinct DNA product sizes for each SNP in a single reaction with each sample DNA.

Fig. 1. Generalized diagram of ARMS PCR design and results. Upper: Separate PCR reac-
tions are set up to allow extension from the mutant (red) or wild-type (blue) primer only when
the 3' end of the primer is complementary to the 5' nucleotide of the template DNA. In addition
to the allele-specific primer, each ARMS reaction requires a second primer common to both
reactions (green). Lower: the presence of amplified DNA is detected by electrophoresis of the
products from the separate wild-type and mutant reaction products; wild-type (blue) amplifica-
tion without mutant (red) amplification indicates wild-type homozygosity; mutant (red) ampli-
fication without wild-type (blue) amplification indicates mutant homozygosity; and
amplification products in both reactions indicates heterozygosity.
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This is demonstrated by the design of an assay for simultaneous identification of ten variants of
the cytochrome P450 gene (CYP2D6) (debrisoquine 4-hydroxylase) (16). This liver enzyme
metabolizes numerous drugs, including many antidepressants, neuroleptics, antiarrhythmics,
and antihypertensive agents, and its variations can have profound effects on response to drug
treatment. Variant alleles previously linked to poor drug metabolism in Caucasian and Asian
populations were examined in DNA from 100 individuals previously genotyped by specific
polymerase chain reaction–restriction fragment length polymorphism (PCR-RFLP) analysis.
Four common primers and 10 allele-specific primers were used with each sample, and the size
of the resulting DNA bands after electrophoresis were used to identify which alleles were
present (16).

Elimination of gel electrophoresis entirely is possible with other detection systems, such as
FRET probes (10,17). FRET is a physical phenomenon that occurs when two fluorescent groups
are in proximity such that the “donor” fluorophore’s emission spectrum overlaps the “acceptor’s”
excitation spectrum. FRET applications use this change in spectral character, detecting either
quenching of donor emission or the increase in acceptor emission when the fluorophores are
near each other, as happens when ARMS PCR produces an allele-specific product. Commercial
descriptions of these reactions are available for both the Scorpion AS-PCR assay (http://
www.dxsgenotyping.com/technology.htm), and the Amplifluor genotyping system (http://
www.chemicon.com/Product/ProductDataSheet.asp?ProductItem=S7908). The main drawback
of FRET with ARMS is the cost of labeling unique primers for each SNP; however, at least one
method is described using universal energy transfer labeled primers (9). An alternative to ex-
pensive allele-specific labeled probes is to quantify the accumulation of allele-specific DNA
amplicons by continuous fluorescence monitoring using the dye SYBR green I. This method
cannot be multiplexed; however, automation allows one to include multiple samples and control
reactions in each microplate. This approach has been used for human lymphocyte antigen (HLA)
typing as well as for analysis of missense variants of the APC gene (18).

4. Applications
4.1. Genetic Disease

Linkage of candidate SNPs identified by ARMS has been used to investigate associations
between individual SNPs in genetic disease, infectious disease susceptibility, oncogenes, tu-
mor suppressor genes, HLA typing, forensics, and SNPs. The most popular of such studies is
allele frequency determination in ethnic groups—most often β-thalassemia, sickle cell disease,
and HLA typing. A typical research application investigates the frequency of candidate gene
polymorphisms within an affected population, such as elderly women suffering from fractures
received while falling or standing, an indicator of osteoporosis (19). The G to T polymorphism
at a Sp1-binding site within intron 1 of the collagen I gene (COL1A1) has been considered to be
a marker of low bone mineral density, with the consequent risk of bone fractures. DNA samples
from 133 women at risk for osteoporosis were screened for a SNP that eliminates a DNA se-
quence that binds transcription factor proteins known to directly enhance expression of
COL1A1. Results using the ARMS method were compared to those from a “mismatched” primer
method, with DNA sequencing serving as the reference for comparison. ARMS was clearly
superior to the mismatched primer method, with complete correspondence to the DNA
sequencing results (19).

Genetic predisposition to thrombosis accounts for about 40–50% of episodes of venous
thrombosis, and patients presenting with venous thrombosis could be candidates for mutation
analysis. A single G to A base change at nucleotide 1691 of the factor V gene causes the argin-
ine at position 506 to be replaced by glutamine at the site where protein C cleaves and inacti-
vates factor V. The glutamine mutant Factor V protein is resistant to cleavage and inactivation
by activated protein C at the mutated site. Factor V has both procoagulant properties after its
activation by thrombin and an important role in the anticoagulant system as a cofactor to acti-
vated protein C. The high incidence of a single-base change in the codon for amino acid 506
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has led to several applications using the ARMS technique (6,20–23). All are directed to the G
to A mutation and can be done using very small quantities of whole blood.

4.2. Infectious Disease

Strain identification for infectious diseases ranging from measles and mumps to drug-resis-
tant tuberculosis and hepatitis also use ARMS (24,25). Genetic characterization of wild-type
viruses has become an invaluable tool for measles, mumps, and rubella control by identifying
the transmission pathways of the viruses. Although serologically monotypic, at least 20 measles
and 9 mumps genotypes have been recognized by sequencing of variable regions of their RNA
genomes. RNA extracted from clinical specimens, usually oral swabs or other body fluids, is
reverse-transcribed, and the resulting cDNA is amplified by PCR using primers specific to the
viral genes of interest. These PCR amplicons are then cloned and sequenced for genotype. The
ARMS version of measles and mumps genotyping uses a second “nested” PCR using genotype
sequence-specific primers with the genomic cDNA amplicons resulting from the first round
PCR (24). As compared to the reverse transcriptase–PCR sequencing strategy, the “nested”
ARMS method is faster and less expensive; however, it will not produce sequence data on
novel genotypes.

A similar approach has been used to rapidly identify mutations in Mycobacterium tubercu-
losis (25). Early diagnosis of multidrug-resistant tuberculosis is essential for efficient treatment
and control of the disease. Rifampin resistance can be used as a surrogate marker for multidrug
resistant tuberculosis, because more than 90% of them are also isoniazid resistant. In many
nations and cities, public health agencies face limited budgets, with much of their infrastructure
committed to culture methods that can take more than 1 mo, a timeframe and expense that
appears to be unnecessarily long when compared to modern techniques such as genotyping
with ARMS.

Genotyping offers the potential for rapid and inexpensive diagnosis of multidrug-resistant
tuberculosis. Ninety-six percent of rifampin-resistant (Rifr) M. tuberculosis strains possess
genetic alterations in a small region of the rpoB gene. PCR single-strand conformational length
polymorphism, dideoxyfingerprinting, heteroduplex analysis, and DNA sequencing can be used
for analysis of rpoB gene mutations associated with rifampin resistance; however, these proce-
dures are labor-intensive and time-consuming as compared to ARMS (25).

4.3. HLA Typing

Some studies have evaluated ARMS methods for HLA class I typing for bone marrow and
organ transplantation; however, it is most often used to provide background information for
further studies in anthropology, organ transplantation, and major histocompatibility complex
(MHC) disease associations in particular isolated regions of the world. Gene-longevity asso-
ciation studies of unrelated individuals, which search for nonrandom associations between poly-
morphisms at candidate loci and longevity, require that allele and genotype frequencies at
polymorphic marker loci be compared between a long-lived group and a control group of ran-
domly selected adults. A genetically homogeneous population is desirable in these studies, and
one such investigation of Sardinian centenarians used ARMS as a rapid method for HLA typing
that is minimally invasive, rapid, and inexpensive (26). Although no associations were found
between longevity and the 14 haplotypes, the ARMS results for HLA type were consistent and
clear, validating its use (26).

4.4. Forensics

Less clinically, ARMs has been used to forensically discriminate between species of cats in
“tiger bone medicines,” to identify plants used in drug preparations, to type the sex of morpho-
logically similar birds, to identify somatic cattle clones, and to verify the quality of ancient
DNA (27–31). The chromohelicase DNA-binding gene has a sex-specific allele in most avian
species, allowing ARMS to be more effective at distinguishing between male and female
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hatchlings of monomorphic birds (27). Several methods for chemical repair of low-quality an-
cient DNA exist, and sequence analysis of ARMS PCR products has been used to compare the
success of these methods with medieval bone samples (30). Forensic component analysis by
ARMS of plant and animal preparations used in traditional Asian medicines is an aid to regula-
tion and investigation of their efficacy (28,29). In order to characterize the fate of Bos indicus
donor cell mitochondria from a single genetic origin following nuclear transfer into cytoplasts
of random genetic origin, ARMS was done with primers specific to either Bos indicus or B.
taurus mtDNA haplotypes using fluorescently labeled primer pairs for six mitochondrial genes
(31). Such combinations of multiplex primer pairs with high-technology detection systems rep-
resents the future of ARMS PCR wherein mutation-specific primer design remains the defining
feature.

4.5. Carcinogenesis

As a research tool, ARMS methodology has a place in the surveyance of known mutations in
proto-oncogenes and tumor suppressors. The c-erbB-2 proto-oncogene (also known as HER-2/
neu) encodes a transmembrane tyrosine kinase growth factor receptor, the proto-oncogene K-
ras encodes a 21-kDa protein (known as p21) involved in the transduction of the external cell
signals. BRCA1 is a breast and ovarian cancer susceptibility gene mutated in 2–5% of breast
cancer patients. Evaluation of candidate SNPs affecting oncogenes and tumor suppressor genes
such as BRCA1, ras, and c-erbB2 has led to the use of ARMS to screen populations for these
and other gene mutations associated with early-onset cancers (32,33). Associations between
clinical evidence of infection by particular human papilloma virus (HPV) strains have been
compared to the genetic background of patients (33). K-ras mutations, c-erbB-2 amplification,
and the presence of HPV of high- and low-risk in abnormal cervical tissue samples infected
with HPV-6, HPV-16, and HPV-18 were examined. HPV types 16 and 18 are “high-risk” strains
associated with higher oncogenic potential, whereas HPV-6 and HPV-11 rarely result in inva-
sive tumors. ARMS was used to survey these samples for K-ras codon 12 mutations. Although
ARMS clearly identified which samples contained the K-ras mutation, no association was found
with the strains examined (33). However, this study does indicate that ARMS is an appropriate
tool for rapid identification of specific point mutations.

Several of the over 100 distinct BRCA1 mutations that have been reported occur with greater
frequency in particular subpopulations, such as women of Ashkenazi Jewish descent (34). A
frequency of nearly 1% among the general population has been reported for a 40-bp deletion,
1294del40, within the large exon 11 of the BRCA1 gene, which leads to translation termination
at codon 397. The 185delAG frameshift mutation in exon 2 of BRCA1 has a dinucleotide AG
deletion at position 185 (codon 23), accounting for a significant number of breast cancer cases
in Ashkenazi women. It is estimated that 1% of Jewish women carry this mutation and it also
represents 13% of all BRCA1 mutations characterized to date (35,36). Furthermore, this muta-
tion accounts for an estimated 16% of breast and 39% of ovarian cancers in Ashkenazi women
diagnosed before the age of 50 (37). In stark contrast to the 1/833 carrier frequency for BRCA1
mutations in the general population, the frequency of 1 in 107 for the 185delAG mutation in
Jewish women points to a strong demand for predictive genetic testing for breast cancer within
this subpopulation.

We developed an inexpensive, single-step, PCR-based method that uses sequence specific
oligonucleotide primers to distinguish between different alleles of BRCA1 (5). Comparison of
sample DNA amplified in separate mutant and wild-type primer pair reactions indicates which
allele(s) are present (see Fig. 2). PCR with the wild-type (wt) primer pairs amplified the
expected wt DNA fragments from a patient without BRCA1 mutations and from a cell line
(MCF-7) known to have wild-type BRCA1. Both normal and mutation-specific primers ampli-
fied DNA from two patients heterozygous for the 185delAG mutation. Two different primers
specific to the 1294del40 mutation were also tested. Mutant primer I amplified both mutant and
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wild-type products in a patient heterozygous for this deletion, whereas the 185delAG mutant
primer II amplified only the mutant allele. PCR-amplified fragments were analyzed by DNA
sequencing to confirm mutations detected by ASO PCR. Template DNA from the two patients
heterozygous for 185delAG each produced one wild-type and one mutant allele-specific band
of the same size (see Fig. 2). Samples found heterozygous for the 1294del40 mutation resulted
in one wild-type and one mutant allele-specific band of different sizes as a result of the 40-bp
deletion that characterizes this mutation (see Fig. 3). Heteroduplex analysis was used to con-
firm the ASO PCR results as well as the genotype of these patients, however, heteroduplex
analysis cannot fully characterize the mutation in a single step as can our ASO method (5).

The RET proto-oncogene is a receptor tyrosine kinase, a member of a family of cell surface
proteins that transduce signals for cell growth and differentiation. The RET gene itself was
found to be a classical oncogene, resulting in malignant transformation of cells in in vitro
transfection assays. Mutations in the RET gene are associated with multiple endocrine neopla-
sia (MEN 2), Hirschsprung disease, and medullary thyroid carcinoma (MTC) (38). Germline
mutations in one of eight codons within RET cause the three subtypes of MEN 2; a somatic
M918T mutation accounts for the largest proportion of RET mutations detected in medullary
thyroid carcinomas. However, pheochromocytomas have a wider range of RET mutations and
approx 25% of patients with Hirschsprung disease have germline mutations scattered through-
out the length of RET. Thus, MEN2 and MTC are candidates for ARMS PCR designed to detect
RET mutations that might underlie these familial cancers.

The p53 tumor suppressor is a transcriptional factor with DNA sequence-specific binding
and transactivation activity. Alteration or inactivation of p53 by mutation or the interaction of
p53 with oncogene products of DNA tumor viruses can lead to cancer. The open reading frame
of p53 is 393 amino acids long, with the central region (consisting of amino acids from about

Fig. 2. Discrimination between normal and 185delAG alleles by ARMS PCR. WT: primer
specific to wild-type BRCA1 sequence in PCR reaction; MUT: primer specific to 185delAG
mutant BRCA1 sequence in PCR reaction; 1, 2, and Normal: patient template DNA sample;
MCF-7: breast tumor cell line template DNA sample; ±: heterozygous for 185delAG BRCA1
mutation
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100 to 300) containing the DNA-binding domain. The residues most frequently mutated in
cancers are all at or near the protein–DNA interface, and over two-thirds of the missense muta-
tions are in one of the three DNA loops.

Low et al. designed an ARMS PCR for the detection of p53 mutations in DNA from tumor
cells. with known p53 point mutations at different sites (39,40). The technique was both sensi-
tive and mutation-specific and cross-amplification of unmatched mutant p53 DNA did not
occur. Its application in the search for recurrent or minimal residual disease could improve the
prognosis of patients by the early detection of tumors with known mutations.

Chronic contamination of food with the mycotoxin aflatoxin B1 is strongly associated with
a G to T transversion in the third position mutation of codon 249 of the p53 gene, resulting in
substitution of serine for arginine. In Asian, sub-Saharan African, and other populations with
significant aflatoxin B1 exposure, approximately half of hepatocellular carcinomas have this
mutation whereas the codon 249 mutation, is rarely found in populations with negligible expo-
sure (41–43). Furthermore, aflatoxin B1 has been shown to induce the G to T transversion in
vitro (44–46). The combination of epidemiological association with a molecular mechanism
supports the hypothesis that aflatoxin B1 has a causative and probably early role in
hepatocarcinogenesis (reviewed in ref. 47).

The G to T transversion associated with aflatoxin B1-related hepatocellular cancer can be
detected in the blood of potentially affected individuals; however, it is not sufficient to cause
the disease. This suggests that screening for the codon 249 mutation in high aflatoxin areas is
desirable in order to encourage avoidance of additional factors such as hepatitis B infection,
cigaret smoking, or heavy alcohol consumption, which have synergistic effects on liver cancer
risk (47). Such screening using rapid high-throughput technologies is unlikely to be supported
by the developing economies of Asia and Africa. The ARMS method described here has a low

Fig. 3. Discrimination between normal and 1294del40 alleles by ARMS PCR. WT: primer
specific to wild-type BRCA1 sequence in PCR reaction; MUT I and MUT II: primers specific
to the 1294del40 mutant BRCA1 sequence in PCR reaction; 1 and Normal: patient template
DNA sample; MCF-7: breast tumor cell line template DNA sample; ±: heterozygous for
1294del40 BRCA1 mutation.
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equipment cost and robust chemistry that could be used as a public health measure against
hepatocellular cancer in high-aflatoxin regions.
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Ligase Chain Reaction

Carla Osiowy

1. Introduction
Nucleic acid amplification technologies have greatly facilitated medical diagnostics for

genetic and infectious diseases through the exquisite sensitivity and specificity associated with
these methods. Polymerase chain reaction (PCR) (see Chapter 6) ushered in these technologies
and was soon accompanied by numerous newly developed amplification techniques, including
ligase chain reaction (LCR). These nucleic acid amplification techniques result in the exponen-
tial increase of DNA such that the final product can be detected by nonisotopic means or with-
out probe hybridization. Various techniques have been developed that amplify either the target
DNA or the probes used to detect the specific target DNA. Ideally, any nucleic acid amplifica-
tion technique used for diagnostic detection of DNA should incorporate high sensitivity and
specificity and include effective discrimination of target DNA, low background values, ease of
use, and the potential for automation. This chapter will describe the ligase chain reaction and
highlight these qualities in light of its use as a diagnostic detection method.

1.1. Theory of Ligase Chain Reaction

Ligase chain reaction was initially reported by Barany in 1991 (1,2) as a method to amplify
oligonucleotide probes or primers specific for a short DNA target sequence. LCR involves the use
of two pairs of probes, each pair being complementary to a strand of the denatured target DNA.
Each probe within a pair is designed to hybridize to adjacent stretches of DNA (see Fig. 1). If
perfect hybridization occurs, particularly with the 3' end of the upstream primer, then ligation
between the two probes will proceed. If a mismatch occurs, ligation is inhibited as a result of
imperfect hybridization of the probe with target DNA, and, thus, the absence of a ligated prod-
uct suggests the presence of at least a single-basepair mismatch within the probe sequence (3).

Ligated probes can then serve as targets during subsequent rounds of denaturation and hy-
bridization. In this manner, the ligated products accumulate exponentially when the reaction is
carried out in a thermocycler. The use of a thermostable ligase, such as Thermus thermophilus
ligase (4), ensures that stringent conditions can be used during cyclical DNA amplification,
including high-temperature strand denaturation and the use of high-melting-temperature probes.
Such stringent conditions add to the increased specificity of LCR as a nucleic acid amplifica-
tion technique (2).

1.2. Detection of Point Mutations by LCR

As indicated in Subheading 1.1., the presence of a single-basepair mismatch between the
probe and target DNA at the junction of the two LCR probes will prevent ligation because of
the lack of perfect hybridization. In this manner, LCR is well suited to detect point mutations,
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such as those occurring in allelic genetic diseases, somatic mutations, or drug-resistance muta-
tions in viruses or bacteria. Prior to the development of LCR, point mutations were usually
detected by sequencing, allele-specific probe hybridization, or allele specific PCR (1,5,6) (see
Chapter 25). These methods often lacked sensitivity or the ability to accurately discriminate the
sequence of interest. Conversely, LCR demonstrates high sensitivity and is considered to have
greater specificity for single-nucleotide polymorphisms than allele-specific PCR, as ligation is
better able to discriminate mismatches when compared to primer extension (7).

Ligation-mediated detection of point mutations was originally developed using mesophilic
ligases and a single probe set specific for one strand of the target DNA. Methods such as the
oligonucleotide ligation assay (OLA) (see Chapter 22) (8) or ligation detection reaction (LDR)
(5) were designed to detect point mutations in DNA targets normally first amplified by other
means, such as PCR (8,9). OLA involves two adjacent oligonucleotide probes that upon liga-
tion provide a positive result without subsequent amplification. On the other hand, LDR is
cyclical and, thus, linear amplification of the two ligated probes is achieved following an-
nealing to the complementary target (3). Subsequent methodology involving thermophilic
ligases has led to the LCR and its associated advantages of point mutation detection and DNA
amplification. Ligation-mediated detection of point mutations has been used to detect the
human β-globin gene sickle cell mutation (1,10,11), the cystic fibrosis transmembrane con-
ductance regulator gene mutation (12), colon tumor microsatellite sequence alterations (13),
mutations in the ras family of oncogenes (14,15), the mutation responsible for bovine leuko-
cyte adhesion deficiency (16), the mutation associated with type I Leber’s hereditary optic
neuropathy (17,18), extended spectrum β-lactamase resistance in bacteria (9,19), hepatitis B
virus (HBV) mutants (20–22), AZT-resistant HIV mutants (23), and ganciclovir-resistant
cytomegalovirus mutants (24).

Ligase chain reaction as a method for point mutation detection is not without certain disad-
vantages. It has been pointed out that this method is only able to detect known mutations and
only a single mutation at a time (3,25,26). LCR requires that the entire target sequence comple-
mentary to the probes be known; therefore, exploratory analysis of unknown sequence muta-
tions for phenotypic differences cannot be investigated by this method. Similarly, LCR is not
easily used to detect multiple point mutations in a single assay, although this can be resolved
through the optimization of multiplex LCR (3,12,13,27). Another issue is that ligation might be
inhibited because of reasons other than the specific nucleotide mismatch of interest. For
example, although a nucleotide mismatch at the 3' end of the upstream primer is the foremost

Fig. 1. Graphical representation of LCR probes and target DNA. The target region comple-
mentary to both pairs of LCR probes is shown (�) on both the sense (+) and antisense (–)
strand of the target DNA. Each pair of probes consists of a discriminating probe (�) and an
adjacent probe (�) which ligates to the discriminating probe. Sequence and probe features are
indicated as follows: �, point mutation nucleotide; 3', single-basepair overhang on the 3' end of
the upstream probe; *, 5' phosphorylation on the ligating probe; �, capture hapten; �, detec-
tion hapten.
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reason for ligation not to proceed, lack of a ligation product may also result from other point
mutations within the probe sequences close to the adjacent junction (21,23,28) or if a deletion
or insertion occurs within the target sequence (29). In this way a negative result would not
indicate the presence of a mismatch at the nucleotide of interest.

The ligation of probes not correctly hybridized to their complementary target results in tar-
get-independent ligation, which leads to false-positive results and poor specificity. This can
occur with LCR; however, procedures to minimize this from occurring have been developed.
Target-independent ligation has been minimized through the use of thermostable ligases (1)
and probes having single-basepair overhangs, rather than blunt ends (see Fig. 1) (3). The addi-
tion of carrier DNA to the reaction also improves specificity (19), as does ensuring that only the
probe ligating to the discriminatory probe is phosphorylated at its 5' end (2). It is equally
important to use an appropriate negative template control, because the product of template-
independent ligation is identical to a true positive ligation product (11,30). New developments
in probe design, including padlock probes and Cleavase-modified LCR probes (31), can also
increase assay specificity. Padlock probes have been reported to increase specificity and sub-
stantially reduce nonspecific binding during LCR (12,26). These probes consist of a single-
stranded linear oligonucleotide of approx 90 bp that have 5' and 3' ends designed to hybridize
adjacent to one another on the target sequence. Therefore, upon ligation, the probe is circular-
ized and so it can withstand stringent wash conditions and can act as a template in a down-
stream rolling circle amplification reaction (26).

Because LCR is a DNA amplification technology similar to PCR, procedures to prevent
carryover and contamination by environmental DNA must be followed (32). Unfortunately,
ultraviolet (UV) decontamination of surfaces is not effective for LCR, as UV crosslinking is
inefficient for short DNA products, such as those generated by LCR (30).

2. Ligase Chain Reaction Methodology

Ligase chain reaction proceeds by addition of target DNA to a reaction mixture containing
a thermostable ligase, reaction buffer, and four oligonucleotide probes specific for the target.
The oligonucleotide probes must be designed to be strictly target-specific, as the specificity
of detection cannot be augmented by a posthybridization step (33). Ideally, the oligonucle-
otides are designed to all have similar melting temperatures and to be approx 20–25 nucle-
otides in length (1,28). To avoid template-independent, blunt-ended ligation, the
discriminating probes are often designed to have 3' single-nucleotide overhangs (3), and the
ligating probes are 5' phosphorylated (see Fig. 1). The ligase used is thermostable, such as
Tth or Pfu ligases, and is therefore able to withstand the high temperatures required for DNA
denaturation during cyclical reactions within a thermocycler. Another advantage of using Tth
ligase is its increased fidelity over that observed with mesophilic ligases, such as T4 DNA
ligase, leading to a significantly greater discrimination for mismatches occurring on the 3'
side of the nick to be repaired (4,28).

The LCR reaction buffer normally consists of a Tris- or EPPS-buffered salt solution con-
taining a number of enzyme cofactors and additives thought to enhance specificity. The reac-
tion buffer is buffered to approx pH 7.5–8.3 using Tris at approx 20 mM (11,13,34), or EPPS at
50 mM (23,35). Potassium (20–100 mM) and magnesium (10–30 mM) salts are normally in-
cluded in the reaction buffer; sodium salts are avoided as this ion is inhibitory to Tth DNA
ligase (30). EDTA (1 mM), dithiothreitol (1–10 mM), and carrier DNA, such as herring sperm
or salmon sperm DNA, have also been included in LCR reaction buffers (1,19,34). Inclusion of
nonionic detergents, such as Triton X-100 or NP-40, although thought to improve the rate of
ligation (3), could slightly increase nonspecific ligation. Depending on the thermostable ligase
used in the reaction, ATP or NAD is added. Eubacterial ligases, such as Tth or Taq DNA ligase,
require the coenzyme NAD, whereas archebacterial ligases, such as Pfu DNA ligase, require
ATP as a reaction cofactor (28).
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The number of cycles used for LCR amplification is often less than those used in a PCR
reaction. Approximately 15–25 cycles have been found to be optimum, with increasing cycle
number possibly producing a greater background without any improvement in product yield
(23,36), although this is dependent on the amount of target DNA initially present (1). There are
often only two temperature steps within each cycle: a denaturation step at approximately 95°C
for approx 1 min, and an annealing step, at which temperature ligation also occurs with the
thermostable ligase (21,22,34).

Sensitivity of LCR is dependent on the sequence of the oligonucleotide probes precisely
complementing the target sequence of interest, with a 50- to 500-fold increase in ligation prod-
ucts compared to those resulting from mismatched targets (1). As well, the reduction of target-
independent ligation products is crucial for increased sensitivity (33), particularly for the
detection of somatic mutations where a single-base change is present in a vast excess of wild-
type sequence (37,38). To overcome the obstacle of low mutant target levels within a sample,
often the DNA target is first amplified by PCR prior to LCR (20,34). LCR sensitivity has been
found to match or exceed that of PCR (33,35,39–42), with less than 10 targets detected in a
background of 104–105 wild-type sequence targets or uninfected cells (13,23,33).

2.1. Detection of Ligase Chain Reaction Products

Similar to PCR, gel electrophoresis of LCR products is one convenient method of detection.
The electrophoretic gels used normally have a higher polyacrylamide content (approx 10–20%)
to effectively separate the relatively short products (approx 40–50 nucleotides) from the reac-
tion probes (approx 20–25 nucleotides). Products are detected in the gels by ethidium bromide
staining or by autoradiography if a radiolabeled probe is used in the reaction (21,34). Separa-
tion of LCR products by fast capillary electrophoresis coupled with laser-induced fluorescence
analysis has also been described, thus allowing for extremely rapid detection of microquantities
of LCR product (18,43).

Alternatively, LCR products can be detected by capture on a solid phase. This method of
detection has benefits both in terms of being nonisotopic and it could also slightly increase
sensitivity. LCR lends itself well to detection in microtiter wells or on microparticles, as one
probe might be haptenated with a capture molecule, such as biotin, while the other probe can be
tagged with a label allowing fluorescent or colorimetric detection (see Fig. 1). The ligated
products are then captured on a streptavidin-coated solid phase and detected through the pres-
ence of the label (11,24,35). Microparticle capture and detection of LCR products has been
automated and is available commercially through Abbott Laboratories (44). Another method of
detecting captured products involves matrix-assisted laser desorption/ionization time-of-flight
mass spectrometry (MALDI-TOF-MS), which permits rapid and specific detection of
femtomole amounts of DNA (45).

2.2. Ligase Chain Reaction Modifications

Numerous modifications have been applied to the LCR to expand its utility, several of which
will be described more fully in this subsection. Methods have been developed to increase LCR
specificity (gap LCR, asymmetric gap LCR), sensitivity (nested LCR; (2)), and the number or
type of targets detected by LCR (quantitative LCR, LCR of RNA targets, multiplex LCR) (3).

The unique feature of gap LCR (gLCR) is the incorporation of a short gap of several nucle-
otides between the two adjacent probes complementary to each strand of the target DNA. This
necessitates an initial extension of the upstream probe by a thermostable DNA polymerase
prior to ligation occurring. This template-dependent extension is thought to increase the speci-
ficity of the reaction by reducing false-positive, blunt-ended ligation between the two probes
(2,3,23). The probes are designed to hybridize in a staggered fashion on both strands of DNA,
such that only a single probe is discriminating for the mismatch of interest (22). The DNA
polymerase used must lack 5' to 3' exonuclease activity, and, normally, only the nucleotides
required to fill the gap are added to the reaction (22), although this effectively limits the gLCR
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reaction to detection of basepair changes of an A or T to a C or G or vice versa. Other basepair
changes would necessitate addition of the discriminating nucleotide, although this has been
shown not to adversely affect specificity (23). A method has also been developed (asymmetric
gLCR) that permits specific amplification in the presence of all dNTPs (39).

Ligase chain reaction can be made semi-quantitative by including a standard curve of target
molecules or titrated dilutions of cloned target DNA during an assay run. Known amounts or
copies of target DNA can be processed in a similar fashion to the sample and the signal derived
from each dilution plotted against the copy number or amount of DNA. Linear regression analy-
sis of sample LCR signals then allow for approximate levels of sample target DNA to be deter-
mined. The strength of the LCR signal can be optimized such that it is directly related to the
amount of target DNA in the samples (35). This type of analysis has been performed for HBV
DNA and human immunodeficiency virus (HIV) RNA quantification using a microparticle-
based enzyme immunoassay (MEIA) automated analyzer (35,46). Similarly, the approximate
percentage of mutant DNA present in a background of wild-type DNA can be determined by
comparison to a standard curve of mixed mutant and wild-type DNA. The mixture is composed
of increasing ratios of cloned mutant and wild-type DNA, which is tested by LCR with mutant-
specific probes. The percentage of mutant DNA present in a sample is then determined by
comparison of the sample signal to signals plotted on the standard curve (20,22,24).

RNA targets, such as viral genomes or mRNA targets, can be detected by reverse transcrib-
ing the RNA prior to LCR detection. Hepatitis C virus (HCV) RNA has been detected by LCR
of a cDNA target (39) and by reverse-transcription (RT)–PCR amplification prior to LCR (47).
LCR with an initial RT-PCR step has also been used to detect GB virus C (48). RNA-templated
DNA ligation has been described for direct analysis of mRNA transcripts (49). T4 DNA ligase
is able to distinguish single-nucleotide variations within RNA sequences, however, with a sub-
stantially lower efficiency when compared to reactions having DNA templates. Directly ana-
lyzing RNA sequences rather than cDNA could provide a more accurate description of the
relative abundance of specific mRNAs in cellular extracts (49).

3. Ligase Chain Reaction Applications
Ligase chain reaction methodology has been most useful in clinical diagnostics for detection

of infectious disease agents and genetic polymorphisms leading to disease. Both DNA and
RNA targets have been detected using LCR, and the technology has been automated and com-
mercialized for the detection of specific microbes. LCR has also been used as a tool for genetic
manipulations and investigations. There are several reports of LCR being used for in vitro
synthesis of genes by ligation of short oligonucleotides followed by PCR amplification to gen-
erate the full-length gene sequence (50,51). Simultaneous site-directed mutagenesis of target
DNA at multiple sites has also been accomplished using LCR (36,52). Genetic investigations
involving LCR have included analysis of transcript splicing patterns within the human growth
hormone gene cluster (53) and the study of rare intragenic crossover events in Drosophila
genes (54).

3.1. Detection of Genetic Diseases

As referred to in Subheading 1.2., LCR has been used for the detection of several genetic
diseases of humans and animals, including cystic fibrosis, sickle cell anemia, type I Leber’s
hereditary optic neuropathy, hyperkalemic periodic paralysis (55), and bovine leukocyte adhe-
sion deficiency. Although detection sensitivity for autosomal mutations is not as critical as
somatic mutation detection, where a point mutation might be present in a vast excess of wild-
type sequence, assay optimization is still imperative for sensitive and specific detection of
genetic disease mutations. Internal controls are important for mutation detection, as they are for
all LCR diagnostic assays, to control for amplification efficiency and the presence of inhibitors
and to ensure that the same amount of template DNA is being investigated during multiple-
sample diagnostics. Housekeeping genes, such as human growth hormone, can be coamplified
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at the time of mutant LCR testing of cellular samples (11). Samples can also be spiked with
nonspecific cloned DNA and simultaneously assayed with control probes to check the effi-
ciency of amplification and for the presence of inhibitors. Detection of LCR products during
genetic disease investigations has generally been accomplished by methods described in Sub-
heading 2.1. In addition, each allele-specific probe can carry a unique tag to differentiate it
from the wild-type allele or other mutations in a multiplex situation allowing for time-resolved
fluorescent detection (12) or fluorescence resonance energy transfer (FRET) analysis (28).

Concurrent detection of multiple genetic polymorphisms in a single sample has been per-
formed using the oligonucleotide ligation assay (OLA), which involves three oligonucleotide
probes. One probe is specific for the mutant allele, a second probe is specific for the wild-type
allele, and the third probe acts as a common ligation probe for both (28). Multiplexing of mul-
tiple genomic mutations is conveniently achieved by OLA, as each allele-specific probe can
carry a different fluorescent tag or be of a different length, thus easily differentiating each
product (56). Multiplex OLA analysis has been used to simultaneously investigate 30 mutant
loci throughout the cystic fibrosis gene and nine mutations in the 21-hydroxylase gene (27,57).
Similarly, LCR studies can employ two probe sets, one specific for wild-type sequence and the
other specific for mutant sequence. The use of both sets is thought to reduce the incidence of
clinical error and allow for confirmation of results (17). Methods for multiplexed LCR have
also been developed and have successfully been used for the detection of dystrophin gene dele-
tions (58) and mutations associated with cystic fibrosis (12).

3.2. Detection of Infectious Diseases

The detection and diagnosis of infectious disease agents has benefited enormously from the
development of molecular detection technologies. Pathogenic bacterial and fungal species have
been detected by LCR by taking advantage of the species-specific single-basepair differences
resident within the 16S rDNA (3,59,60). Numerous viral targets have also been investigated by
LCR, both for diagnostic detection in clinical specimens and for detection of viral mutants.
LCR has been used to detect HBV DNA in peripheral blood mononuclear cells (35) and
cowpoxvirus DNA in viral isolate samples (34). Viruses having RNA genomes, such as GB
virus C (48), HCV (39,47), and HIV (23,46) have also been detected following RT-PCR or
cDNA steps. Viral mutants, including HBV precore mutants (20) and HBV HBsAg mutants
(21,22), have been investigated. Aside from the great sensitivity afforded by PCR-coupled
LCR, this method also has the advantage of specifically detecting host genome-integrated viral
DNA much more reliably than PCR alone, as gene rearrangements can occur during integration
leading to false-negative results with certain PCR primers (33,35).

Ligase chain reaction is particularly well suited for detection of drug resistance in microor-
ganisms, as the resistance mutation is often the result of a point mutation. Bacterial resistance
to extended-spectrum β-lactam antibiotics has been investigated by PCR-coupled LDR and
LCR (9,19). Low levels of ganciclovir-resistant human cytomegalovirus (CMV) mutants and
AZT-resistant HIV in high backgrounds of wild-type virus have both been sensitively detected
by LCR analysis. CMV mutants, comprising approx 7.5% of an entire viral population (24),
and HIV mutants in a 104-fold excess of wild-type DNA (23) could be detected by LCR or
gLCR. The obvious advantage of detecting drug-resistant mutants by LCR is that it allows for
much faster detection of emerging resistant populations than would normally be detected by
sequencing or isoelectric focusing analysis (19).

3.2.1. Commercial Applications

Commercially available diagnostic kits using LCR technology have been developed by
Abbott Laboratories (Abbott Park, IL) for numerous microorganisms. These kits have been
well evaluated and will be discussed further in the following subsections. The Imx™
microparticle-based EIA system (Abbott Laboratories) has been used for detection of LCR
products of various microorganisms, such as HIV (23,46), HBV (35), and GB virus C (48).
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Several life science companies market kits for LCR-based amplification of targets that include
simple colorimetric detection of reaction products (LCR Kit by Stratagene, La Jolla, CA;
AmpliTek by Bio-Rad Laboratories, Hercules, CA) (19). One advantage to performing LCR
using commercial kits is the standardization of reaction components and methodology, such
that presumably only the specific probes and sample DNA needs to be added.

The LCx system for semiautomated detection of microorganisms by LCR (Abbott Laborato-
ries) is commercially available for Mycobacterium tuberculosis, Chlamydia trachomatis, and
Neisseria gonorrheae. Specimen lysis and addition of DNA to LCR reaction tubes are per-
formed manually, whereas detection of LCR products by MEIA is automated through use of the
Abbott LCx Analyser. The LCx assay is generally very rapid, due to it being semiautomated,
allowing for results to be obtained within 6–8 h (61,62). In general, each LCx reaction contains
the components and probes necessary for a gap LCR reaction to amplify a target approx 40–60
nucleotides in length. Probe sets are commonly present in high concentrations in each reaction
to increase the efficiency of hybridization, and the reaction is cycled approx 40 times to achieve
up to a billion-fold amplification of the target sequence. MEIA detection involves four steps: (1)
binding of LCR product to microparticle beads having capture molecules specific for a hapten
present on one probe, (2) binding of alkaline phosphatase conjugated antibody specific for the
hapten on a second, ligating probe, (3) production of a fluorescent signal following substrate
utilization by alkaline phosphatase, and (4) fluorescent signal capture and value determination.
As the automated system is entirely enclosed, the risk of amplicon contamination is decreased
(63). False-positive results are further minimized by the inclusion of an amplicon-inactivation
step that automatically follows the detection reaction in the LCx Analyser (64). The LCx kits
have been found to be highly sensitive for the detection of these microorganisms. Specificity of
detection is also observed to be very high, although false-negative results could occur as a result
of gLCR inhibitors, and, as yet, the kits contain no internal control to check for amplification
efficiency (65–67).

3.2.1.1. MYCOBACTERIUM TUBERCULOSIS

Traditionally, acid-fast staining and culture on solid and/or liquid media are the methods
used for laboratory diagnosis of pulmonary tuberculosis, with culture accepted as the gold
standard of detection because of its superior specificity (68,69). Although culture methods
provide an accurate determination of M. tuberculosis (MTB), a more rapid and sensitive method
of detection is required because cases of tuberculosis are increasing in certain populations
(62,66). The MTB LCx assay is specific for a 44 bp segment of the single copy chromosomal
gene encoding protein antigen b of MTB (64). The assay is validated only for pulmonary speci-
mens, however non-pulmonary specimens have also been sensitively detected (63,65,66). LCx
detection of MTB is highly specific, with 99% to 100% specificity compared to conventional
procedures (41,61–64 ,66–68,70,71). Sensitivity of MTB LCx appears to be highly dependent
on the acid-fast staining of the specimen, such that higher sensitivity occurs with smear-posi-
tive samples (96% to 100%) compared to smear-negative samples (57–72%) (61,63,64,72).

Specific advantages of the MTB LCx include the earlier and more specific detection of
tuberculous bacilli in radiometric BACTEC culture-positive samples compared to confirma-
tion by microscopic analysis (70,71). Earlier detection of MTB should prevent invasive testing
normally used for confirmatory diagnostics in smear negative individuals, and hasten antitu-
berculosis drug treatment in acutely infected patients (72).

As with other DNA amplification procedures, the presence of inhibitors in the sample often
leads to false-negative results. It has been reported that the rate of LCR inhibition is approx
0.8% (73); thus, numerous specimens would be excluded in large-scale screening programs.
Several studies have looked at how best to remove these inhibitors. Methods that have shown
promise include pretreating the DNA specimen with sodium dodecyl sulfate (SDS) (68) or
guanidinium isothiocyanate (66) followed by extensive washing (69). One study found that a
major contributor to assay inhibition was a precipitate of calcium phosphate that acted as a
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source of inhibitory phosphate ions (73). In cases where spiking the sample with known amounts
of DNA ensured that no inhibitors were present, false-negative results could still occur because
of sampling problems caused by nonuniform distribution or clumping of very low levels of the
tubercule bacilli within the sample (66,68). It has also been reported that LCx failed to detect a
smear-positive MTB specimen because of a mutation resulting in deletion of the LCx target
region (29).

Another important disadvantage of LCR detection compared to conventional MTB diagnos-
tic procedures is the inability of the assay to differentiate between viable and non-viable organ-
isms. Because DNA from nonviable organisms can be detected in patients following drug
therapy, determination of the patient’s progress cannot be made by LCR (61,63,66,68). There-
fore, culture is still required to test for efficacy of antituberculosis drug therapy and MTB drug
susceptibility, thus LCx can only be used as a complementary method for these diagnoses.

3.2.1.2. NEISSERIA GONORRHEAE

Conventional methods of diagnosing N. gonorrheae include the culture of endocervical or
urethral swabs. The introduction of the LCx system for N. gonorrheae detection has enabled
the use of urine specimens, which are more easily obtained and more resistant to variable trans-
port and storage temperatures as compared to swab specimens (74–76). Urine specimens also
have the advantage that they can be pooled without loss of sensitivity (75). The N. gonorrheae
LCx target is the opa gene, of which N. gonorrheae has at least 11 copies per genome (75), thus
increasing the sensitivity of detection. LCR detection of the N. gonorrheae pilin gene has also
been performed to confirm positive LCx results or as a secondary test to resolve discrepancies
between the swab culture and LCx (75,77,78). Highly sensitive LCx detection of N. gonorrheae
has been observed with first-void urine specimens in comparison to swab culture (76); how-
ever, several studies have determined that LCx detection using swab specimens showed supe-
rior sensitivity compared to urine testing (79,80). Regardless, urine LCx testing provides a
means of expanding N. gonorrheae screening programs to allow surveillance of low prevalence
or asymptomatic populations that would not normally be conveniently screened by swab test-
ing (74,81). An alternative to urine might be LCR testing of patient-obtained vaginal swabs,
which are also obtained with greater compliance compared to endocervical swabs and demon-
strate excellent sensitivity for N. gonorrheae detection (77).

3.2.1.3. CHLAMYDIA TRACHOMATIS

Routine detection of C. trachomatis in urogenital swab specimens normally involves either
the detection of chlamydial antigen by EIA, the staining of elementary bodies by direct fluores-
cent antibody (DFA) tests, or isolation of the microbe in tissue culture. Although for years
chlamydial culture was considered the gold standard for detection (40,82), this has now changed
because of the enhanced sensitivity yet comparable specificity of nucleic acid amplification
tests such as PCR and LCR (42,83–86). Similar to culture, EIA and DFA tests demonstrate
relatively low sensitivity compared to PCR and LCR, particularly with specimens from women
and asymptomatic men (87). LCR detection of C. trachomatis by LCx has been carefully evalu-
ated in numerous studies and is now accepted as an expanded or replacement gold standard of
detection (42,85).

The LCx assay specifically targets the cryptic plasmid of C. trachomatis, which is present at
approx 10 copies per organism (88). The target sequence is highly conserved among all serovars
of C. trachomatis, yet is not found in other Chlamydia species (89), thus lending to the specific-
ity of the assay. In studies confirming a positive LCx result or resolving discrepancies between
LCx and other detection methods, LCR of the C. trachomatis major outer membrane protein
gene was performed (87,90). This type of analysis, described as discrepant analysis, is often
done when analyzing a new method such as the C. trachomatis LCx assay. It has been sug-
gested that discrepant analysis introduces a bias in favor of the assay being evaluated, which
has created a certain degree of controversy (91–93). However, more recent studies using an
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alternative to discrepant analysis have found similar results to those evaluations using discrep-
ant analysis (83,94,95). Although the LCx assay is licensed for detection of C. trachomatis in
female endocervical swab or urine specimens and male urethral swab or urine specimens, other
specimens have been analyzed with this assay. Pharyngeal samples (96) and formalin-fixed
paraffin-embedded tissues (97) have been assayed, as have synovial fluid cells for the diagno-
sis of reactive arthritis (98). The assay can also be modified to be quantitative (99).

The general consensus of numerous studies is that detection of C. trachomatis DNA by LCR
is more sensitive and reproducible than culture, leading to it becoming a part of a new gold
standard of detection (42,86,93). One of the greatest advantages of LCR over culture is its
sensitive detection of C. trachomatis in urine specimens. Whereas previously urogenital swabs
were required for detection of this organism, the present use of urine samples has allowed for
wide-scale screening of C. trachomatis, particularly in low-prevalence settings or in asymp-
tomatic groups (42,81,86,94,100). Diagnostic detection of C. trachomatis by LCR has also
been shown to be more cost-effective in certain settings than conventional methods (84,101);
however, for routine diagnostics of low-prevalence populations, it has been suggested that LCx
be reserved for confirmation of positive EIAs because of the higher cost of LCx compared to
EIA (102).

Despite the increased sensitivity of LCR, several concerns have been raised over certain
limitations of the C. trachomatis LCx assay. There are differences in sensitivity between male
and female specimens, particularly urine, such that the sensitivity of detection is much greater
in male urine than female urine (76,83,103). This has led to suggestions that the diagnosis of C.
trachomatis in women might require both urine and endocervical swab testing by LCx (85).
There may even be sensitivity differences within the female population, such as pregnant vs
nonpregnant women (103–106), menstruating vs nonmenstruating women (107), and younger
vs older infected women, where younger women might have higher levels of the organism, thus
allowing for easier detection (108). One of the most important concerns of the LCx assay is the
occurrence of false-negative results during sample analysis. This most often occurs as a result
of the presence of inhibitors, particularly in urine samples (104,109). Fortunately, these inhibi-
tors appear to be easily minimized or removed by several days storage, freeze/thawing, or
dilution (82,83,104,110). The failure to detect C. trachomatis might also occur as a result of
loss or mutation within the C. trachomatis plasmid (99,109), by sampling variation caused by
low inclusion counts within the sample (90,110,111) or by failure to preserve the specimen
cold chain during transport and storage (100,112), although this storage requirement has been
disputed (103). Other concerns include the often poor reproducibility of positive LCx results
(111) and the need for an internal control within the assay to ensure that the DNA-extraction
and DNA-amplification steps were performed correctly and that no inhibitors were present
(87,98,104).

4. Future Prospects
Now that a greater understanding of the human genome is upon us, following its sequencing

and characterization, the discovery of new genetic traits and disease markers is imminent. LCR
will be an ideal method for research into these polymorphisms and mutations, with the advan-
tage of future automation for wide-scale population screening. The development and commer-
cialization of further LCR assays for other infectious disease agents or clinically important
mutants of microorganisms is also a possibility for the future. For example, because of its high
sensitivity, ease of use, and automation, LCR might be ideal for the screening of blood-borne
viruses in transfusion settings (113) and for screening of drug-resistant bacterial or viral mu-
tants (9,23,24). The development of high-density microarrays for multiplexing and detection of
LCR products has already begun (7,27,28) and should allow for greater detection capability
and automation for the future.

For any newly developed commercial LCR assay to succeed, it will be important to address
the issue of amplification inhibitors and to include internal controls to ensure proper assay
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performance. As more and more laboratories adopt LCR technology and commercial kits for
diagnostic purposes, it will also be necessary that appropriate quality assurance programs are
instituted to maintain diagnostic efficiency (42). With ever-increasing research and develop-
ment into LCR methods and detection, LCR is poised to become an important detection tech-
nology for clinical- and discovery-based research in the future.
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Chemical Cleavage of Mismatch

Theory and Clinical Applications

Neil V. Whittock and Louise Izatt

1. Introduction
Direct nucleotide sequencing is the reference standard critical to all molecular biology

whether it is used for the elucidation of an entire genome or the characterization of a specific
mutation. Sequencing protocols were initially developed using either dideoxy nucleotides (1)
or chemicals (2), although the latter became less attractive because of the toxic nature of the
chemicals used. It is obvious that if sequencing was less expensive, then there would be no
need for mutation-scanning techniques. However, although fluorescent technology is improv-
ing and capillary electrophoresis is replacing polyacrylamide gel electrophoresis, the cost of
consumables is rising and laboratories are, therefore, forced to use other techniques to detect
mutations. Mutation-scanning techniques need to detect new mutations within the entire cod-
ing region of a gene and there are several methods available to scan for sequence changes in
either cellular RNA or genomic DNA. These include denaturing gradient gel electrophoresis
(DGGE) (3) (see Chapter 8), chemical cleavage of mismatch (CCM) (4), enzyme mismatch
cleavage (EMC) (5,6), single-stranded conformation polymorphism (SSCP) (see Chapter 7)
(7), heteroduplex analysis (HA) (8), conformation-sensitive gel electrophoresis (CSGE) (9),
the protein truncation test (PTT) (10); and, more recently, denaturing high-performance liquid
chromatography (DHPLC) (11,12) (see Chapter 24). The most critical factor that determines
the success of any gene screening protocol is the sensitivity of the detection technique. The
sensitivities of these methods vary greatly depending on the size of DNA/RNA template
screened. For example, SSCP has a sensitivity of >95% for fragments of 155 bp, but this is
reduced to only 3% for 600 bp (13). Once optimised, DGGE has a sensitivity of approx 99% for
fragments of up to 500 bp (14), and CSGE has a sensitivity of 90–100% for fragments of up to
450 bp (15). CCM and EMC ,on the other hand, have sensitivities of 95–100% for fragments
>1.5 kb in size (16,17) and are ideal for screening compact genes where more than one exon
can be amplified together using genomic DNA as the template. All of these techniques detect
sequence changes such as nonsense, frame shift, splice site, and missense mutations, as well as
polymorphisms, however, the PTT screens only for truncating mutations and is predicted to
have a sensitivity of >95% and can be used for RNA or DNA fragments in excess of 3 kb.

2. Chemical Cleavage of Mismatch
Several studies have demonstrated that mismatched bases become reactive with some chemi-

cal compounds. For example, mismatched guanine and thymine bases react with carbodiimide
(18), mismatched cytosine bases react with hydroxylamine (NH2OH), and mismatched thym-
ine bases react with osmium tetroxide (OsO4) (4). In addition, it has also been shown that
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potassium permangenate (KMNO4) in association with tetramethylammonium chloride
(TMAC) (19), or potassium permangenate (KMNO4) in association with tetraethylammonium
chloride (TEAC) (20) can react with mismatched thymine bases. These reactivities have subse-
quently been exploited in the development of two mismatch-detection techniques, namely, the
carbodiimide method (18) and the more popular chemical cleavage of mismatch (4). Chemical
cleavage of mismatch (CCM), also known as chemical mismatch cleavage (CMC), was ini-
tially developed and applied to the detection of single-base mismatches in cloned fragments of
DNA, but it was subsequently applied to screening genomic DNA and mRNA by the use of
polymerase chain reaction (PCR) amplification (4,21,22). The procedure is based on the detec-
tion of mismatches in DNA hybrids called heteroduplexes generated by mixing probe (wild-
type) and target (patient) DNA. The normal Watson–Crick basepairing is disrupted at the point
of sequence change and the resultant structure is then reacted with chemicals that recognize the
specific mismatches. These mismatches are treated with piperidine, which results in the cleav-
age of the DNA strand at or near the mismatch. The resultant cleavage fragments are subse-
quently analyzed by electrophoresis through denaturing polyacrylamide gels (see Figs. 1 and
2). Depending on available laboratory facilities, the probe/target DNA can either be radiola-
beled or fluorescently labeled, with the cleavage products being detected using either autorad-
iography or an automated fluorescent analyzer. Because CCM can detect all types of mismatch,
it is ideally suited for screening genes with missense, nonsense, frame-shift, or splice-site
mutations. The CCM procedure is technically more involved than other scanning techniques
such as SSCP or HA and can include the use of toxic chemicals. However, in contrast to SSCP
or HA, CCM can be used to screen relatively large fragments in excess of 1.5 kb and will
accurately pinpoint the position of the sequence change.

2.1 Template for PCR
If gene organization is known, then mutation-scanning techniques using patient genomic

DNA as the template can be designed. Alternatively, an RNA-based method can be employed
using gene transcripts that have been isolated from either specific tissues such as skin or ec-
topic transcripts from peripheral blood lymphocytes. Where genomic DNA is used as the tem-
plate, approx 25–35 cycles of PCR will be required. However, when total RNA is used as the
template, the relative quantities of the transcript can be very low and perhaps a nested PCR
protocol will be required to obtain enough template for the CCM procedure. If differential
mRNA expression of each mutant allele occurs, the sensitivity of CCM enables detection of as
little as 10% of the mutant transcript (23).

2.2. Labeling of RNA/DNA

Since its development, CCM (4) has improved in terms of both sensitivity and safety. The
original procedure used DNA probes that had been radioactively end labeled and this strategy
was successfully applied to the detection of mutations in patients with the X-linked disorder
human ornithine transcarbamoylase deficiency (24). Although the technique was suggested to
detect close to 100% of single-base substitutions (25), the use of radioactivity with toxic chemi-
cals was far from ideal. Although other nonisotopic methods have been reported (26), the intro-
duction of fluorescent-based gel technology has greatly improved the safety aspect of the
procedure. Fluorescent CCM (FCCM) is also known as fluorescence-assisted mismatch analy-
sis (FAMA). The DNA strand can now either be end labeled using fluorescently labeled prim-
ers (23) or internally labelled using fluorescently labeled dUTPs (16). Analysis of cleavage
products gives a precise indication of the position from either end of where the mismatch is
positioned. For example, a product of 1200 bp could yield products of 400 bp and 800 bp.
However, the user will not know whether the mutation is 400 bp from the 5' end or 400 bp from
the 3' end of the target DNA, and two sets of sequencing reactions will have to be performed to
pinpoint the sequence change. However, procedures that utilize different fluorescent labels on
the 5' and 3' primers will allow polarization of the target DNA and will result in only one set of
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sequencing reactions to pinpoint the mutation. Whether internally labeled or end-labeled pro-
cedures are used, both will achieve the same sensitivity of detection. The overall efficiency of
CCM depends on whether both the probe and/or target DNA are labeled. Studies have shown
that some thymine–guanine mismatches are resistant to modification by osmium tetroxide
(25,27). However, the complementary DNA strand heteroduplex will have an adenine–cytosine
mismatch that will be modified by hydroxylamine. Therefore, to yield a theoretical 100%
detection efficiency, it will be necessary for both probe and target to be labeled.

Fig. 1. Principles of the CCM mutation-scanning technique using labeled target and probe.
Target and probe DNA is hybridized to form two heteroduplexes (A-C and G-T). The mis-
matches are chemically modified using either NH2OH, OsO4, or KMNO4/TEAC, and the DNA
is cleaved at the mismatch site by the use of piperidine. Cleavage products are electrophoresed
through a polyacrylamide gel and detected using either autoradiography or fluorescence. Circles
represent end labeling, and rectangles represent the chemical modification.
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2.3. Heteroduplex Formation

The efficient formation of a heteroduplex is critical for chemical modification. However,
correct heteroduplex formation can be inhibited by the size and/or the sequence context of the
fragment being studied (28). In diseases with autosomal dominant inheritance, only one allele
will carry a mutation and, thus, the patients DNA will be heterozygous and can naturally form
a heteroduplex. However, in autosomal recessive disorders, the patient DNA might be homozy-
gous and will, therefore, not form a heteroduplex. In this case or in cases where the transmis-
sion is not known, then the patient DNA must be mixed with an equal amount of control DNA.
Heteroduplex formation is performed as in other techniques by denaturation of the DNA fol-
lowed by controlled cooling to allow mispairing of the target and probe DNA.

2.4. Chemical Modification

Many studies have utilized hydroxylamine and/or osmium tetroxide protocols, but in the last
few years, the osmium tetroxide procedures have been replaced by the use of potassium per-
manganate/tetraethylamine chloride (20,29,30). This overcomes the lack of reactivity of some
thymine–guanine mismatches (25,27) as well as avoiding the use of potentially dangerous

Fig. 2. Fluorescent CCM gel and analysis. (A) The electropherogram is generated by analyz-
ing the fluorescence of the individual lanes of a fluorescent polyacrylamide gel. (B) Both cleav-
age products and full-size uncleaved products are arrowed.
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chemicals. In addition, a combined single-tube method—single tube chemical cleavage of mis-
match method—has been developed for the treatment of heteroduplexes by potassium perman-
ganate/tetraethylamine chloride and hydroxylamine without the requirement for intermediate
purification steps and has been shown to detect all thymidine and cytidine mismatches (29).

2.5. Solid-Phase CCM

The original protocol (4) required several laborious ethanol precipitation steps that severely
limited the number of reactions performed in a single day. However, the use of biotinylated
primers, in conjunction with streptavidin-coated paramagnetic beads to yield a solid-phase
CCM protocol, allows simple and effective washing of the cleavage products, permitting high-
throughput screening using microtiter plate technology (16). Using excess target DNA favors
maximum heteroduplex formation between the probe and target. Any excess target
homoduplexes formed are removed in the supernatant after binding to streptavidin beads be-
cause they are nonbiotinylated. Very recently, a further development of the solid-phase CCM
protocol has occurred whereby the DNA is immobilized on solid silica supports. This newer
version of solid-phase CCM is relatively fast, cost-effective, and sensitive for detection of
mismatches and mutations (31,32).

2.6. Mismatch Detection

As in the original protocols, radioactively end-labeled cleavage products can be separated
using standard denaturing polyacrylamide gel electrophoresis (PAGE) apparatus and detected
using standard X-ray film. However, if fluorescent technology is available, then PAGE can
be performed on apparatus such as an Applied Biosystems ABI373 or ABI377, and the cleav-
age products can be accurately sized by the software programs available. In line with the
switch from gel electrophoresis to capillary electrophoresis, the CCM procedure has now
been applied to the latter technique that will allow greater throughput on capillary-based
detection platforms (33).

3. Clinical Applications
Fluorescent CCM has been applied to the screening of many diseases, including Wilms’

tumor patients (WT1) (34), Fanconi anemia (FANCA and FANCAC) (35,36), Fabry disease
(α -galactosidase A) (37), hemophilia A (factor VIII) (38,39), hereditary breast and ovarian
cancer (BRCA1) (40), and has also been applied in the detection of rhodopsin mutations in the
prenatal diagnosis of retinitis pigmentosa (41). In addition, CCM has been applied to detecting
different isolates of the dengue virus type 2, indicating its use in epidemiological studies (42)
and in the detection of mutations associated with rifampin resistance of M. tuberculosis (43).
Here, we give examples of the use of CCM in the diagnosis of two disorders. The first uses a
genomic PCR template strategy in the detection of mutations in dystrophic epidermolysis
bullosa (44), and the second uses an RNA nested PCR template strategy in the detection of
mutations in ataxia telangiectasia (45).

3.1. Clinical Application I. Mutation Detection in Dystrophic Epidermolysis Bullosa

Epidermolysis bullosa (EB) is a term given to a group of mechanobullous disorders charac-
terized by fragility of the skin and mucous membranes following mechanical trauma. There are
over 20 types of EB, but they can be grouped into three main subtypes based on the level of
cleavage within the skin (46), namely, EB simplex, junctional EB, or dystrophic EB. Dystro-
phic EB (DEB) can be inherited either as a severe autosomal recessive or milder autosomal
dominant disorder, both of which lead to scarring of affected tissues. In the severe recessive
Hallopeau–Siemens form (MIM 226600), blistering occurs over areas subjected to everyday
trauma such as the hands, feet, elbows, and knees, as well as erosions and scarring of the mouth,
oropharynx, supraglottic structures, vocal chords, and trachea. Autosomal dominant forms of
DEB include pretibial (MIM 131850), Pasini (MIM 131750), Bart’s syndrome (47) (MIM
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132000), and transient bullous dermolysis of the newborn (TBDN) (MIM 131705), all of which
have a much milder phenotype than recessive DEB. A distinct form of DEB, EB pruriginosa
(MIM 604129), which can be inherited in either an autosomal dominant or recessive manner
(48–50), is characterized by marked itching and presence of prurigo-like or lichenoid features,
with scarring on the limbs (51,52).

The gene mutated in all forms of DEB, COL7A1 located on 3p21.1, comprises 118 exons,
spanning over 32 kb (53). The 9-kb transcript contains an open reading frame of 8832 bp,
encoding a protein of 2944 amino acids (53–55). The type VII collagen protein consists of a
central collagenous domain consisting of gly-X-Y repeats and noncollagenous domains at the
amino (NC-1) and carboxyl (NC-2) ends. The NC-1 domain consists of subdomains with
homology to known adhesive proteins, including cartilidge matrix protein, nine fibronectin
type III-like repeats (FNIII), and the A domain of von Willebrand factor (53,54,56,57). In vivo,
three pro-α molecules form parallel homotrimers [α1(VII)], which then form antiparallel dimers
via disulfide bridges (58) with the subsequent removal of part of the NC-2 domains (59,60).
These antiparallel dimers further aggregate laterally to form anchoring fibrils (58,61). To date,
over 200 different COL7A1 lesions have been described that consist of missense, nonsense,
splice-site, or frame-shift mutations. Most cases of dominant DEB are caused by missense
mutations within the collagenous domain and consist mainly of glycine substitutions that cause
destabilization of the gly-X-Y repeats necessary for the integrity of the triple helix. With a few
exceptions, the severe autosomal recessive forms of DEB are caused by truncating mutations
(i.e., nonsense, frame-shift, and splice-site mutations) on both alleles either in a homozygous
or, more commonly, a compound heterozygous state. These mutations should lead to type VII
collagen molecules lacking certain domains that are necessary for anchoring fibril formation.
However, before translation can occur in vivo, the majority of the transcripts are degraded via
nonsense-mediated mRNA decay (62) and hence no anchoring fibrils are formed. The interme-
diate forms of recessive DEB are caused by a range of different types of COL7A1 mutations,
including a truncating mutation on one allele and a missense mutation on the other allele, splice-
site mutations, or a delayed termination codon. In addition, not all glycine substitutions result
in dominant negative interference: some might be inherited recessively and only contribute to a
DEB phenotype when inherited in trans with a COL7A1 mutation on the other allele (63). In the
past, COL7A1-mutation-screening studies have used either DNA or RNA as the template and
have used detection techniques such as SSCP (64,65), direct sequencing (66,67), DGGE
(68,69), HA (70) or CSGE (71–73). More recently, a protocol has been published (74) that
permits screening of the whole COL7A1 coding region and its splice sites via the amplification
of all 118 exons from genomic DNA using 72 separate PCR assays, followed by scanning of
sequence changes using CSGE. Despite the relative technical simplicity of this method, the
considerable number of PCR assays required reduces the practicability of using this mutation
detection strategy for a large number of samples. Therefore, because of its compactness, the
COL7A1 gene is an ideal candidate for a g1enomic PCR-based CCM strategy. Although an
RNA-based strategy using ectopic blood lymphocyte total RNA would further reduce the num-
ber of assays required to screen the coding region, this was rejected because of alternately
spliced COL7A1 transcripts found in lymphocyte RNA (44). A solid-phase fluorescent CCM
procedure was developed that used 21 individual PCR assays ranging between 620 bp and 1604
bp in size (44) (see Fig. 3). These fragments encompass all exons, splice sites, and > 80% of
introns. Only probe DNA was internally labeled using fluorescently nucleotides. In a compara-
tive study on 91 known mutations, the FCCM procedure detected 81% of COL7A1 mutations,
whereas CSGE detected 75%, and in a blind study FCCM detected 90% of the 21 predicted
mutations (44). The lack of 100% detection of mutations can be explained by the fact that target
DNA was not labeled. This would mean that some thymine–guanine mismatches would remain
unmodified and subsequently not cleaved (25,27). Although the FCCM protocol might involve
a few more stages than CSGE, this is easily outweighed by its advantages. The number of
primers required for the FCCM PCR assays is only 84 (42 standard and 42 biotinylated), com-
pared with 144 for CSGE. The fluorescent analyzer software can locate the position of the
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sequence change compared with CSGE, which does not give any indication of where the change
is within the fragment. This permits the sequencing of a very small region of DNA to allow for
the characterization of the mutation. Based on running three fluorescent gels per day, this FCCM
protocol can be used to screen the entire COL7A1 gene for mutations in six patients per day.
However, if the three different fluorescent dUTPs (i.e., blue, green, and yellow) are used to
create a multiplex in each well of the gel, this permits the use of an exceedingly high-through-
put screening procedure in which the entire COL7A1 gene can be screened for 18 patients per
day (540 kb).

3.2. Clinical Application II: Mutation Screening in Ataxia Telangiectasia

Ataxia telangiectasia (A-T) is an autosomal recessive disease affecting between 1/300,000
and 1/40,000 individuals worldwide (75,76) and is characterized by progressive cerebellar
degeneration, oculocutaneous telangiectasia (red vascular malformations of the skin and eyes),
oculomotor apraxia (incoordination of eye movements), immunodeficiency, raised serum α-
fetoprotein (AFP), chromosomal instability, radiosensitivity, and a 100-fold increase in cancer
susceptibility, with lymphoreticular malignancies predominating (77). The A-T gene, ATM
(ataxia telangiectasia mutated), located on chromosome 11q22-23 (78) comprises 66 exons,
spanning over 150 kb, with the start codon in exon 4 (79,80). The 13-kb transcript contains an
open reading frame of 9168 bp, encoding a protein of 3056 amino acids (81) that is principally
located within the nucleus of normal cells (82) and demonstrates homology at its carboxy ter-
minus to phosphatidylinositol (PI) 3-kinase. To date, over 300 ATM mutations have been
reported that span the entire coding region (83) with no mutational hotspots. The majority of
mutation studies have employed scanning methods using cDNA to identify ATM mutations,
including PTT (84), SSCP (85), RNAse cleavage (86), and restriction endonuclease finger-
printing (REF) (87). However, some studies have used direct sequencing of cDNA (88). The

Fig. 3. Fluorescent CCM analysis of COL7A1 demonstrating the mutation 7786delG. These
electropherograms are generated by the Genescan software (ABI) of fragment 19 (exons 103–
108) for two patients heterozygous for the common British mutation 7786delG (lanes 1 and 2)
and a negative control lane 3. Lane 4 contains the size standards. Cleavage peaks can be seen
for the 7786delG mutation (458 bp + 1082 bp) in lanes 1 and 2, but are absent for the negative
control. The full-size uncleaved DNA peak is 1540 bp.
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overall mutation detection rate has been high (approx 70%), with base substitutions, small dele-
tions, and insertions that result in truncation of the ATM protein (83), in addition to in-frame
deletions and missense mutations, which are predicted to affect the structure/function of the
protein (89).

Therefore, because solid-phase FCCM offers efficient and sensitive mutation detection,
without bias toward any particular mutation type, this methodology was employed to screen the
entire ATM transcript. Ectopic ATM transcripts were used as the template for RT-PCR, and a
nested PCR strategy was employed to amplify the entire ATM open reading frame in eight first-
round reactions, themselves serving as templates for nine overlapping reactions in the second
round ranging between 0.9 and 1.7 kb in size. For the target (patient) and probe (control)
samples, the second-round PCR products were internally labelled with the incorporation of
fluorescent dUTPs. In addition, the probe cDNA was amplified using modified second round
primer sets whereby each primer was biotinylated at the 5' end. A sample of each biotinylated
internally labeled probe was combined with internally labeled target. Here, chemical mismatch
was performed using hydroxylamine and osmium tetroxide modification sequentially. This
optimized FCCM technique allows the entire ATM coding region for up to 10 patients to be
analyzed on each FCCM gel (45). This study identified 7 out of a possible 10 ATM mutations in
five A-T families, giving a sensitivity of 70%, which is comparable to other ATM-mutation-
detection methods used [e.g., PTT (84) and REF (87)]. However, assuming all A-T individuals
are compound heterozygotes, three ATM mutant alleles were not detected, despite extending
the scanning method to include the ATM/E14 bidirectional promoter region. The undetected
ATM mutations can, therefore, be regulatory mutations in remote promoter elements, as re-
ported for other genes (e.g., BRCA1 [90]) or can destabilize the mRNA so that only a single
copy of the transcript is amplified (91). Other possible mutation mechanisms include gross
deletions/insertions of the gene, RNA editing, position effect variegation (92), or gene modifi-
ers altering expression or function of ATM (93).

4. Summary

Since its development, chemical cleavage of mismatch has proved to be a very efficient
method for the identification of sequence changes in DNA and RNA. Throughout its usage in
different studies and its optimization to solid-phase fluorescent platforms, it has demonstrated
its value to the molecular biology community and, to date, remains the fastest, most accurate,
and most sensitive fluorescent mutation-scanning technique available.
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The Protein Truncation Test

Johan T. den Dunnen

1. Introduction
Many techniques are available to efficiently pick up (point) mutations, all with their own

strong and weak points and limitations. The most powerful qualitative techniques include
denaturing gradient gel electrophoresis (DGGE) (see Chapter 8), chemical cleavage of mis-
matches (CCM) (see Chapter 7), and denaturing high-performance liquid chromatography
(DHPLC). Of the quantitative techniques, Southern blotting, quantitative polymerase chain
reaction (qPCR) (see Chapter 25) and multiplex ligation-dependent probe amplification
(MLPA) are most popular. The protein truncation test (PTT) (1), also known as the in vitro
synthesized protein assay (IVSP) (2), is rather exceptional and has several unique features. The
most prominent of these are that it uses an RNA template, scans for mutations at the protein
level, has a high sensitivity, and hardly gives false positives. In addition, PTT detects truncat-
ing mutations only and the large majority of these are disease causing and thus directly clini-
cally relevant. No PTT-detected alterations have been reported that could not be confirmed by
sequence analysis; PTT analysis could thus be used directly for diagnostic purposes.

The protein truncation test was first applied to detect mutations in the human DMD gene (1).
Mutations in this gene cause Duchenne and Becker muscular dystrophy (DMD/BMD) (4). Two-
thirds of patients have large (intragenic) deletions and duplications; the rest are mainly point
mutations. Because the DMD gene is the largest gene found in nature to date, with 79 exons
spread over 2.4 Mb (6,7), detection of the remaining mutations is a daunting task. In addition,
the gene contains many polymorphic sites (i.e., nonpathogenic nucleotide changes). Mutation
detection using standard DNA-based technology will pick up these as “false positive” signals.
The first step around these problems was to focus mutation analysis on the transcribed coding
region, thereby condensing 79 individual exons into one 11-kb molecule, the DMD mRNA.
Currently RNA-based PTT requires analysis of only 5–12 segments (8,9). The second step
focused on the expected type of mutations; that is, most mutations identified cause premature
translation termination. Therefore, a method was designed that translated the mRNA (cDNA)
into protein and focused on the size of the translation products; truncating mutations should
yield shorter products that should be easy to detect. Inherent to this approach was the fact that
all polymorphisms, mostly yielding amino acid substitutions or no change at all, would not be
detected. Consequently, the PTT assay as designed specifically zooms in on pathogenic changes
only.

2. The Method
A PTT assay (see Fig. 1A) starts with the isolation of an appropriate PCR template, usually

RNA from freshly drawn blood of a patient, although, in some instances, DNA can be used.
Next, the messenger RNA (mRNA) is reverse transcribed to make a DNA copy (cDNA) of the
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Fig. 1. The protein truncation test (PTT). (A) schematic representation showing the indi-
vidual steps of a PTT assay. (B) Example sequence of a tailed PTT primer used to introduce
sequences facilitating subsequent transcription/translation. The basic elements include a T7
RNA polymerase promoter sequence (T7), a spacer, and a translation initiation (Kozak) se-
quence with ATG codon. A 5' BamHI site and an NcoI site (covering the ATG codon) facilitate
cloning. (C) N- and C-terminal protein tagging in PTT. To ensure effective translation initia-
tion, the forward primer contains two N-terminal tags in-frame with the gene-specific sequence.
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message. Then, two rounds of PCR are performed, both to amplify the target sequence and to
introduce sequences that facilitate subsequent in vitro transcription/translation. The latter is
achieved using tailed PCR primers introducing an RNA polymerase promoter and a translation
initiation sequence with an in-frame ATG codon (Kozak sequence) directly upstream of the
sequence to be translated (see Fig. 1B). After first- and second-round PCR, DNA fragments are
electrophoresed to check their quality and quantity as well as to determine their size. The PCR
products are then transcribed using RNA polymerase (usually T7) and the transcripts are trans-
lated using an in vitro translation system. Finally, protein gel electrophoresis (sodium-dodecyl
sulfate–polyacrylamide gel electrophoresis [SDS-PAGE]) is used for size separation of the
translation products. Depending on the labeling method used, the gel is either analyzed directly
or after membrane transfer of the translation products (Western blotting).

Mutations present in the sample analyzed emerge as translation products of altered size,
usually shorter products derived from premature translation termination caused by nonsense
and frame-shift mutations. The size of the translation product is used to deduce the position of
the truncating mutation, and the respective segment of the PCR product (cDNA) is sequenced
to identify the change at nucleotide level. Finally, when a mutation is found, this is confirmed
on genomic DNA by sequence analysis of the respective gene segment.

3. Practical Considerations
3.1. The Template

In a standard PTT assay, RNA is used as a starting template. In rare cases (i.e., when the
gene contains large exons), DNA can also be used (1,10,11). The majority of genes, however,
do not contain such a favorable structure, but they are split into many small exons, leaving
RNA as the only workable template.

Preferably, RNA should be isolated from a tissue where the gene of interest is expressed at
significant levels. In neuromuscular disorders, this source would be muscle (i.e., RNA isolated
from a muscle biopsy). In many cases, such a source is not readily available and RNA is iso-
lated from blood. Alternative sources could be buccal swabs (12), excrements (13), cultured
cells (e.g., fibroblast cell lines obtained from skin biopsies), or chorionic and amniotic fluid
cells (8,12). During harvesting of the cells, one should realize that any step in the protocol can
influence gene expression, potentially introducing undesired artefacts. A well-known example
is the effect of a “cold shock,” which could be shown to promote the insertion of a cryptic exon
in the NF1 mRNA (14), initially erroneously reported as related to pathogenicity.

Detection of truncating mutations from RNA samples is complicated by a cellular process
designated nonsense-mediated mRNA decay (NMD) (15). This process, believed to act as a
surveillance and defense mechanism against the production of deleterious out-of-frame protein
sequences, specifically degrades RNA molecules that contain premature translation termina-
tion mutations. As a result, in recessive diseases, NMD will reduce the expression level of the
mRNA transcribed from the mutated allele (i.e., the mRNA containing the mutation to detect).
Consequently, the mutation might be difficult to detect and it is essential to verify whether
RNA from both alleles was amplified and thus scanned for the presence of mutations. This

Fig. 1 (continued from facing page) The reverse primer encodes a C-terminal protein tag (C1),
followed by a stop codon (TGA). To ensure detection of frame-shifting mutations, which do
not encounter a stop codon before the end of the translated fragment, two additional out-of-
frame protein tags (C2), one for each alternative frame, are included as well. Antibodies directed
against the tags (N, C1, and C2) can be used for various purification and detection protocols.
For a segmented PTT assay (see Fig. 2), when the primers indicated are used for first-round
PCR, second-round PCR can be performed using general primers. PCR: polymerase chain re-
action; RT: reverse transcription.
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verification can be performed most effectively using polymorphisms present in the transcribed
region (12). Using cultured cells, the NMD process can be reduced by culturing the cells in the
presence of cycloheximide, an inhibitor of protein translation (16).

3.2. Target Amplification

Amplification starts with a reverse transcription (RT) reaction, usually followed by two
rounds of PCR amplification. During these PCR reactions, specifically designed tailed primers
are used to introduce sequences that facilitate subsequent transcription/translation (see Sub-
heading 4.). The RT reaction can be initiated using two different approaches, random (8,12) or
gene-specific priming (9). Depending on the level of expression of the gene in the sample used,
it is often necessary to perform a nested PCR reaction to amplify the target sequences to a
detectable level. This approach is very powerful and allows the amplification of nearly any
gene from, for example, blood samples, based on the minute levels of “ectopic” (“illegitimate”)
transcription that are present for most genes in any given tissue (17). When DNA is used as a
template or when RNA expression in the target sample is high (11), nested PCR is not neces-
sary and the tailed primers can be used directly in the first-round PCR reaction.

Problems with a PTT assay are most frequently caused by a failing RT reaction, the first and
most critical step of the entire procedure. The RT step is very sensitive, failing most frequently
from poor quality RNA. Because nested PCR is used, the PTT assay is very sensitive to con-
tamination of the RT-PCR sample and reagents with trace amounts of cDNA or cloned ge-
nomic DNA. Consequently, a “pre-PCR” laboratory should be established to keep the RNA
sample and primers physically separated from the RT-PCR and subsequent steps of the proce-
dure. A control reaction (no RNA and/or no enzyme added) should always be part of the assay
to exclude possible contaminations.

3.3. Transcription/Translation

Transcription and translation are performed using in vitro reactions, either coupled (one-
tube reaction) or separate (12). The advantage of performing separate reactions is that every
step can be controlled and that RNA yield can be determined before translation. A coupled one-
tube in vitro transcription/translation gives a reduced chance of contamination and is simpler,
but the reactions are more difficult to control. Most translation systems use a T7 RNA poly-
merase to generate RNA transcripts; some use T3 or SP6. In vitro translation is usually per-
formed using a rabbit reticulocyte lysate (12), sometimes using a wheat germ extract (18). The
method to detect the translation products is decided at the level of translation. Recently, several
new methodologies have been reported (13,19–22). Initially, radioactively labeled amino acids
(mostly [3H]leucine or [35S]methionine) were incorporated and translation products were
detected using autoradiography after SDS-PAGE separation (1). Currently, nonradioactive
methods are used and either biotin-labeled lysine is incorporated or protein-tag sequences are
added N or C terminally (see Subheading 4.). Detection is accomplished through immunologi-
cal detection of chemiluminescently labeled antibodies directed at the biotin-labeled amino
acids or to the incorporated protein tag. Gite et al. (21) recently used incorporation of
fluorescently labeled lysine facilitating direct in-gel detection of the translation products after
SDS-PAGE. This methodology is attractive because it obviates the time-consuming Western
blotting step.

The quality of the in vitro translation system, which varies from batch to batch, can be a
critical parameter in the PTT assay—in particular, because translation of certain cDNA seg-
ments can be very difficult (12). Although translation for most cDNA segments with moderate-
quality translation batches is sufficient, translation of specific fragments will fail totally.

3.4. Detection of Mutations

After size separation and signal detection, analysis of the translation products should reveal
clear bands and the identification of mutations affecting the reading frame should be rather
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straightforward (see Table 1). Detection of a truncated fragment should always be verified by
a second, completely independent assay starting from a new RT reaction. It might happen that
truncated fragments cannot be reproduced (13). All translation products that do not run at the
expected size point to the presence of mutations. In general, mutations are truncating and appear
as faster-migrating translation products, but sometimes larger translation products can be found
(see Table 1). The data obtained from protein analysis should be compared with the size of the
RT-PCR product; when mutations affecting splicing are involved, the size of the RT-PCR prod-
uct will be altered.

The most frequently observed changes are shorter translation fragments (see Table 1),
caused by mutations that either directly introduce a stop codon (nonsense change) or cause a
shift in the normal reading frame, generating a premature stop codon (frame-shift mutation).
Because PTT is an RNA-based technology, mutations affecting RNA processing (in particular,
splicing) will also be detected. Skipped exons give shorter translation products, whereas shifts
of the splice site, either into the exon or into the intron, generate shorter or larger translation
products, respectively. In addition to RT-PCR products of altered size, most splice mutations
also yield out-of-frame RNAs and, thus, truncated translation products (see Table 1). Analysis
of the RT-PCR products will not only reveal splice mutations but also the presence of genetic
rearrangements: decreased sizes indicating genomic deletions and increased sizes duplications
or insertions.

Sometimes, larger translation products are detected. These derive most often from in-frame
duplications or intronic mutations that incorporate intron sequences in the mature transcript. In
rare cases, the natural stop codon in the gene is mutated (23) or frame-shift mutations do not
encounter a stop codon in the shifted reading frame, generating a protein of increased length.
Note that such changes will only be detected when the PTT assay is designed to pick up such
changes (see Subheading 4.).

Mutation detection using transcription/translation can give surprising results. Chang et al.
(24) reported the identification of a patient with a peroxisome-biogenesis disorder presenting a
relatively mild clinical phenotype for two seemingly severe (early) truncating PEX12 muta-
tions. In vitro transcription/translation of the cDNA segment expected to direct the synthesis of
an eight-amino-acid protein surprisingly produced a 29-kDa product. Apparently, the mutation
activated translation initiation at an internal ATG codon, yielding a partially functional protein

Table 1
Effect of Different Mutations on the Translational Reading Frame
in Relation to the Altered Products Observed after PTT Analysis

Shorter translation
Cause product Larger translation product

Nonsense mutation Yes No
Frame-shift mutation yes Rarelya

Mutation translation initiation site No Rarely
(yes when downstream (yes when upstream new
new initiation sitea) initiation sitea)

Mutation translation termination
site No Yesa

Splice mutation Yes Rarely
(in frame intronic insertion)

Genomic deletion Yes No
Genomic duplication Yes Yes

(when out of frame) (when in frame)
aDetectable only when the PTT assay was designed to pick up this type of change.
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and a mild disease phenotype. Note that, in such cases, the length of the truncated product does
point to the site of the mutation, but not counted from the C-terminal end.

3.5. Sequence Analysis

The cause of a detected change should be confirmed first by sequencing the RT-PCR prod-
uct. Unlike other mutation-detection methods, excluding chemical mismatch cleavage, PTT
pinpoints the site of the mutation by the length of the truncated translation product. This char-
acteristic facilitates focused sequence analysis to reveal the underlying mutation. Identification
of the sequence change in the cDNA should be straightforward and the effect of change should
match the expected effect on protein translation. Finally, the genomic DNA of the patient should
be sequenced to confirm the presence of the change at the genomic level.

Especially when tagged translation products are used, a PTT assay is usually much more
sensitive than a sequence analysis. Low expression of the mutated allele (10% or lower) (e.g.,
as a consequence of nonsense-mediated mRNA decay) might give a clearly visible truncated
translation product, whereas sequence analysis of the cDNA will not reveal the causative change
(13,20). In general, identification of the change in genomic DNA should be easier because
here, the mutation should be present at 50% (one of two alleles present). Exceptions to this rule
are samples derived from tumors that are often not clonal and/or contain a mix of cells from
different tissues.

Laken et al. (25) found truncated translation products from a segment of the APC gene that
could not be confirmed by changes in genomic DNA. The only nucleotide change detected
would result in an amino acid substitution. However, upon sequence analysis of individually
cloned cDNA fragments, a range of different mutations was identified in close proximity to the
original change, which all caused premature translation termination. Rather than altering the
function of the encoded protein, this mutation somehow created a hypermutable region in the
gene, indirectly causing colon cancer predisposition.

4. Design of a PTT-Assay
Before a PTT-based mutation analysis is initiated, one should check whether the RNA tem-

plate to be analyzed can be amplified from the template available, i.e., whether it is expressed.
In addition, one needs to check whether that transcript has the same structure as the transcript
present in the affected tissue. In, for example, Duchenne muscular dystrophy (DMD), it has
been reported that muscle RNA, in contrast to lymphocyte RNA, might contain an additional
exon “X” spliced between exons 1 and 2 (26). When RNA templates that are not derived from
a disease-affected tissue are used, mutations influencing only tissue-specific expression, in-
cluding tissue-specific promoters and tissue-specific splicing, will not be detected. RNA
samples derived from peripheral blood lymphocytes are usually suitable for amplifying any
gene of interest. The author has experienced only one exception to this rule; amplification of
the ornithine transcarbamylase (OTC) nRNA always failed (12).

In most cases, the gene of interest is too large to permit PTT analysis from one fragment.
Consequently, the gene has to be split into several partly overlapping segments of 1–2 kb in
length together spanning the complete coding region (see Fig. 2). Although proteins can be
translated from templates of up to 4 kb, it is rather difficult to amplify such fragments reproduc-
ibly unless specific precautions are taken (9). In practice, the ability to detect small mobility
shifts of the translation products in SDS-PAGE determines the most favorable lengths, with
fragments of 1–2 kb usually giving most optimal results.

Because expression of the target gene in the (blood) sample of the patient is usually rather
low, RT-PCR amplification is performed using two rounds of PCR: a first-round PCR and a
second-round nested PCR. To allow subsequent in vitro transcription and translation, PCR
needs to be performed with specifically designed tailed oligonucleotide primers (see Fig. 1B).
The 5' tail of the forward PCR primer is used to introduce an RNA promoter and an in-frame
translation initiation sequence (1,11,12). These primers contain an 18-bp bacteriophage T7
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promoter and an 8-bp eukaryotic translation initiation signal, including an ATG translation
initiation codon (Kozak sequence). Although in most reports translation products are generated
by runoff translation from the amplified segments, it has been suggested that it is advantageous
to add a specific translation termination signal to the reverse primer (see below). Because patho-
genic mutations have been found that affect the natural stop codon, thereby extending the nor-
mal reading frame (23), the primer used to amplify the last segment of the target gene should be
well 3' of the stop codon. Primers for PTT assays are rather long and using high-quality full-
length primers is essential for the assay to work, especially because synthesis of such primers is
not trivial.

Construction of a segmented set of sequences covering the target gene requires careful at-
tention, and choice of primers is critical to the ultimate sensitivity of the assay. To construct a
good set of overlapping segments, the following points should be addressed: (1) the ATG trans-
lation initiation codon in the tailed sense primer should be in frame with the coding sequence;
(2) flanking segments should contain an overlap ensuring detection of mutations close to their
ends—in general, 150- to 200-bp overlaps (equivalent to 5–8 kDa after translation) for 1- to 2-
kb segments should be sufficient; (3) the reverse primer should not be selected from near the
end of a region where a large open reading frame is present in one, or both, of the alternative
reading frames—in such cases, a frame-shift mutation will not cause premature translation
termination; (4) primers of flanking segments should be located in different exons to minimize
the risk of not amplifying an allele in which the primer-binding site lies in a deleted exon; (5)
primers spanning bordering exons (i.e., sequences genomically interrupted by introns) have the
advantage of reducing background (amplification of alternatively spliced transcripts or con-
taminating genomic DNA) at the cost of being more sensitive to amplification failure when a
mutation is present that influences splicing of either or both exons.

The boundaries of the translated fragments provide the most critical region to overlook a
mutation. N-Terminal (early) mutations result in a product that is too small to detect because no
or little label is incorporated or because the product might migrate too far and be lost from the
gel. C-Terminal (late) mutations result in a size difference that is not resolved near the top of
the gel. In genes analyzed in segments, these problems can be circumvented by proper selection
of the overlapping regions. This safety check is not possible for the translation initiation and
translation termination sites of a gene. Here, special care should be taken not to miss a muta-
tion. The emerin gene, involved in Emery–Dreifuss muscular dystrophy (EMD), is an example
in which extreme N-terminal mutations occur, even including the ATG-translation initiation

Fig. 2. A segmented PTT-assay. For PTT analysis of the human dystrophin (DMD) gene, it
is split into several overlapping segments. Top:10-segment set used by Roest et al. (8); bot-
tom: 5-segment set used by Whittock et al. (9).
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codon itself (27,28). Extreme C-terminal mutations have also been reported several times (29),
some affecting the natural stop codon directly, thereby extending the normal reading frame
(23). Note that the disease-causing potential of mutations near the extreme end of a protein
should always be questioned (3).

Recently, PTT assays have been designed such that N-terminal (12,19) and/or C-terminal
(13,20) protein sequences, so-called protein tags, are incorporated (see Fig. 1C). This is
achieved by using primers that encode the tag sequence and fuse it directly in-frame with the
normal protein sequence (see Fig. 1C). The inclusion of these tags has several advantages: (1)
One has more possibilities for detection and purification of the translation products. This pos-
sibility can be used to specifically detect very low amounts of truncated products (13,20); (2)
The background derived from undesired secondary translation initiation products, which for
specific segments can be rather prominent (12), will not be visible when tagged and, thus,
correctly initiated translation products are detected. Although, in general, the translation pat-
tern is fairly constant and changes are easy to detect, these background products might disguise
truncated products; (3) with one tag per translation product, the signal strength is equal for all
products and not variable based on the amount of label incorporated (i.e., larger fragments
giving stronger signals). (4) There is no chance that the labeled amino acid used for detection is
not present in the translated segment; this is critical when mutations produce short truncated
products. (5) Incorporation of C-terminal protein tags, both in-frame and out-of-frame, facili-
tate the analysis of extremely C-terminal mutations (see Fig. 1C). In addition, they facilitate
readout using specific protocols, either enzyme-linked immunosorbent assay based (21,30) or
using multiple colors (13).

Many different tags have been used successfully (12,13,19–21), the main characteristic be-
ing the availability of a good antibody for their detection. The system we currently use adds the
tag-encoding sequence during the first-round PCR, facilitating second-round PCR with uni-
form primers (see Fig. 1C) (12). Note that mutations in the translation initiating ATG cannot be
detected when tag sequences are added. In such cases, priming in the natural 5'-untranslated
region of the gene is required (28).

The protein truncation test is a rather new technique that is still in its infancy (31), especially
with respect to the last step—analysis of the translation products using SDS-PAGE. There are
several possibilities to increase the sensitivity of PTT and expand its detection range. So far,
most impressive modifications have been obtained using protein tagging, especially regarding
the reduction of undesired background products (derived from secondary translation initiation)
as well as the overall sensitivity of the assay (12,13,19–21). Protein tagging has many potential
applications and, as shown by Traverso et al. (13), can even be performed in a multicolor
format, opening several new designs.

Concluding Remarks

In the standard PTT assay, only the length of translation products is used as an analytical
tool to detect mutations. Other methods of protein separation that extend the detection range to
other mutation types are available. For example, many thalassemia mutations can be detected
by mobility shifts after electrophoresis of the α-globulin and β-globin proteins. Isoelectric fo-
cusing is an obvious candidate for expanding the level of detection to include amino acid sub-
stitutions and small in-frame insertions and deletions (31). Garvin et al. (22) reported the
analysis of translation products using mass spectrometry. This approach identifies any change
in the protein sequence, including amino acid substitutions, and facilitates a high-throughput
analysis. It should be noted that using this approach, one of the most prominent features of the
PTT, zooming in on truncating disease-causing mutations only, is lost.

Finally, for genes containing small coding regions, PTT enables translation of the entire
gene product and, thus, facilitates direct functional assays of the protein (e.g., measurement of
enzymatic activity). In this respect, it should be realized that even when a mutation can be
detected at the DNA level, its disease-causing phenotype can only be verified with a functional



The Protein Truncation Test 203

test (i.e., at the protein level). For this, RT-PCR and in vitro transcription/translation can pro-
vide the ultimate analytical tool.

5. Applications

The protein truncation test can be applied as a mutation analysis tool for any gene where
truncating mutations constitute a significant fraction of the pathogenic mutations (31). The
number of disease genes for which a major fraction of patients carry nonsense and frame-shift
mutations is increasing continuously. Among these are a range of tumor-related genes, includ-
ing breast cancer BRCA1 (11) and BRCA2 (32), colon cancer related to familial adenomatous
polyposis (APC) (2,10,13) and hereditary nonpolyposis colon cancer (HNPCC) (33,34), and
neurofibromatosis NF1 (35) and NF2 (36). Other examples include Duchenne muscular dystro-
phy (1,8,9), polycystic kidney disease (37), and even cystic fibrosis (38). For a recent review,
see ref. 31.

The basis of the PTT assay, (i.e., generating [segments of] proteins using in vitro transcrip-
tion/translation) can be applied for many purposes. An interesting PTT-specific application
lays in the identification of new disease genes. When only fragments of the sequence of a
specific candidate disease gene are known tailed primers can be devised and used directly to
scan large numbers of patient samples for the potential presence of truncating mutations. A first
example of this approach was the identification of the gene involved in Rubinstein–Taybi syn-
drome (39).

 References

1. Roest, P. A. M., Roberts, R. G., Sugino, S., Van Ommen, G. J. B., and Den Dunnen, J. T. (1993)
Protein truncation test (PTT) for rapid detection of translation-terminating mutations. Hum. Mol.
Genet. 2, 1719–1721.

2 Powell, S. M., Petersen, G. M., Krush, A. A. J., et al. (1993) Molecular Diagnosis of familial
adenomatous polyposis. N. Engl. J. Med. 329, 1982–1987.

3 Mazoyer, S., Dunning, A. M., Serova, O., et al. (1996) A polymorphic stop codon in Brca2. Nature
Genet. 14, 253–254.

 4. Koenig, M., Hoffman, E. P., Bertelson, C. J., Monaco, A. P., Feener, C. A., and Kunkel, L. M.
(1987) Complete cloning of the Duchenne muscular dystrophy (DMD) cDNA and preliminary
genomic organization of the DMD gene in normal and affected individuals. Cell 50, 509–517.

5. Steimle, V., Otten, L. A., Zufferey, M., and Mach, B. (1993) Complementation cloning of an MHC
class II transactivator mutated in hereditary MHC class II deficiency (or bare lymphocyte syndrome).
Cell 75, 135–146.

6. Den Dunnen, J. T., Grootscholten, P. M., Bakker, E., et al. (1989) Topography of the DMD gene:
FIGE and cDNA analysis of 194 cases reveals 115 deletions and 13 duplications. Am. J. Hum.
Genet. 45, 835–847.

7. Roberts, R. G., Coffey, A. J., Bobrow, M., and Bentley, D. R. (1992) Determination of the exon
structure of the distal portion of the dystrophin gene by vectorette PCR. Genomics 13, 942–950.

8. Roest, P. A. M., Bakker, E., Fallaux, F. J., Verellen-Dumoulin, C., Murry, C. E., and Den Dunnen,
J. T. (1999) New possibilities for prenatal diagnosis of muscular dystrophies: forced myogenesis
with an adenoviral MyoD-vector. Lancet 353, 727–728.

9. Whittock, N. V., Roberts, R. G., Mathew, C. G., and Abbs, S. J. (1997) Dystrophin point mutation
screening using a multiplexed protein truncation test. Genet. Test. 1, 115–123.

10. Van Der Luijt, R. B., Meera Kahn, P., Vasen, H., et al. (1994) Rapid detection of translation-termi-
nating mutations at the adenomatous polyposis coli (APC) gene by direct protein truncation test.
Genomics 20, 1–4.

11. Hogervorst, F. B. L., Cornelis, R. S., Bout, M., et al. (1995) Rapid detection of BRCA1 mutations by
the protein truncation test. Nature Genet. 10, 208–212.

12. Den Dunnen, J. T. (1996) Protein truncation test, in Current Protocols In Human Genetics
(Dracopoli, N. C., Haines, J. L., Korf, B. R., et al., eds.), Wiley, New York.

13. Traverso, G., Diehl, F., Hurst, R., et al. (2003) Multicolor in vitro translation. Nature Biotechnol.
21, 1093-1097.



204 den Dunnen

14. Ars, E., Serra, E., De La Luna, S., Estivill, X., and Lazaro, C. (2000) Cold shock induces the insertion
of a cryptic exon in the neurofibromatosis type 1 (NF1) mRNA. Nucleic Acids Res. 28, 1307–1312.

15. Culbertson, M. R. (1999) RNA surveillance. Unforeseen consequences for gene expression, inher-
ited genetic disorders and cancer. Trends. Genet. 15, 74–80.

16. Lamande, S. R., Bateman, J. F., Hutchison, W., et al. (1998) Reduced collagen VI causes Bethlem
myopathy: a heterozygous COL6A1 nonsense mutation results in mRNA decay and functional
haploinsufficiency. Hum. Mol. Genet. 7, 981–989.

17. Chelly, J., Concordet, J., Kaplan, J. C., and Kahn, A. (1989) Illegitimate Transcription Of Any Gene
In Any Cell Type. Proc. Natl. Acad. Sci. USA 86, 2617–2621.

18. Hope, I. A. and Struhl, K. (1985) GCN4 protein synthesized in vitro, binds HIS3 regulatory
sequences: implications for general control of amino acid biosynthetic genes in yeast. Cell 43,
177–188.

19. Rowan, A. J. and Bodmer, W. F. (1997) Introduction of a myc reporter tag to improve the quality of
mutation detection using the protein truncation test. Hum. Mutat. 9, 172–176.

20. Kahmann, S., Herter, P., Kuhnen, C., et al. (2002) A non-radioactive protein truncation test for the
sensitive detection of all stop and frameshift mutations. Hum. Mutat. 19, 165–172.

21. Gite, S., Lim, M., Carlson, R., Olejnik, J., Zehnbauer, B., and Rothschild, K. (2003) A high-through-
put nonisotopic protein truncation test. Nature Biotechnol. 21, 194–197.

22. Garvin, A. M., Parker, K. C., and Haff, L. (2000) Maldi-tof based mutation detection using tagged in
vitro synthesized peptides. Nature Biotechnol. 18, 95–97.

23. Martinez-Gimeno, M., Gamundi, M. J., Hernan, I., et al. (2003) Mutations in the pre-mRNA splic-
ing-factor genes PRPF3, PRPF8, and PRPF31 in Spanish families with autosomal dominant retinitis
pigmentosa. Invest. Ophthalmol. Vis. Sci. 44, 2171–2177.

24. Chang, C. C. and Gould, S. J. (1998) Phenotype–genotype relationships in complementation group
3 of the peroxisome-biogenesis disorders. Am. J. Hum. Genet. 63, 1294–1306.

25. Laken, S. J., Petersen, G. M., Gruber, S. B., et al. (1997) Familial colorectal cancer in ashkenazim
due to a hypermutable tract in APC. Nature Genet. 17, 79–83.

26. Roberts, R. G., Bentley, D. R., and Bobrow, M. (1993) Infidelity in the structure of ectopic tran-
scripts: a novel exon in lymphocyte dystrophin transcripts. Hum. Mutat. 2, 293–299.

27. Yates, J., Aksmanovic, V., Mcmahon, R., Bione, S., and Toniolo, D. (1996) Mutation analysis in
emery-dreifuss muscular dystrophy. Eur. J. Hum. Genet. 4, 62–63.

28. De Koning Gans, P. A. M., Ginjaar, H. B., Bakker, E., Yates, J. R. W., and Den Dunnen, J. T. (1999)
A protein truncation test for emery-dreifuss muscular dystrophy (EMD): detection of N-terminal
truncating mutations. Neuromusc. Disord. 9, 247–250.

29. Shattuck-Eidens, D., Mcclure, M., Simard, J., et al. (1995) A collaborative survey of 80 mutations in
the brca1 breast and ovarian cancer susceptibility gene. J. Am. Med. Assoc. 273, 535–541.

30. Van Ommen, G. J. B., Bakker, E., and Den Dunnen, J. T. (1999) The human genome project and the
future of diagnostics, treatment, and prevention. Lancet 354, Si5–Si10.

31. Den Dunnen, J. T. and Van Ommen, G. J. B. (1999) The protein truncation test: a review. Hum.
Mutat. 14, 95–102.

32. Lancaster, J. M., Wooster, R., Mangion, J., et al. (1996) BRCA2 mutations in primary breast and
ovarian cancers. Nature Genet. 13, 238–240.

33. Farrington, S. M., Lin-Goerke, J., Ling, J., et al. (1998) Systematic analysis of hMSH2 and hMLH1
in young colon cancer patients and controls. Am. J. Hum. Genet. 63, 749–759.

34. Kohonen-Corish, M., Ross, V. L., Doe, W. F., et al. (1996) RNA-based mutation screening in he-
reditary nonpolyposis colorectal cancer. Am. J. Hum. Genet. 59, 818–824.

35. Heim, R. A., Silverman, L. M., Farber, R. A., Kam-Morgan, L. N. W., And Luce, M. C. (1995)
Screening for truncated NF1 proteins. Nature Genet. 8, 218–219.

36. Parry, D. M., Maccollin, M. M., Kaiser Kupfer, M. I., et al. (1996) Germ-line mutations in the
neurofibromatosis 2 gene: correlations with disease severity and retinal abnormalities. Am. J. Hum.
Genet. 59, 529–539.

37. Roelfsema, J. H., Spruit, L., Saris, J. J., et al. (1997) Mutation detection in the repeated part of the
PKD1 gene. Am. J. Hum. Genet. 61, 1044–1052.

38. Romey, M. C., Tuffery, S., Desgeorges, M., Bienvenu, T., Demaille, J., and Claustres, M. (1996)
Transcript analysis of CFTR frameshift mutations in lymphocytes using the revesre transription-
polymerase chain reaction technique and the protein truncation test. Hum. Genet. 98, 328–332.

39. Petrij, F., Giles, R. H., Dauwerse, J. G., et al. (1995) Rubinstein-Taybi syndrome caused by muta-
tions in the transcriptional co-activator CBP. Nature 376, 348–351.



Linkage, Allele Sharing, and Association 205

205

From: Medical Biomethods Handbook
Edited by: J. M. Walker and R. Rapley © Humana Press, Inc., Totowa, NJ

18

Linkage, Allele Sharing, and Association

Mara Giordano

1. Human Disease Gene Mapping
It has been estimated that the human genome contains 25,000–30,000 genes that are distrib-

uted on the 24 chromosomes. Therefore, the identification and localization of any particular
gene responsible for a given trait or disease has always been a difficult task.

The most successful mapping approach that led to the identification of hundreds of genes
involved in human disease is positional cloning (i.e., the isolation of a gene solely on the basis
of its chromosomal location with no information about its biochemical function). In this ap-
proach, genetic markers (i.e., polymorphic loci with a well-defined chromosomal position) with
no relation with the disease are tested in affected families to analyze their cosegregation with
the disease. If a marker cosegregates with the disease, this means that the disease gene is lo-
cated close to the marker locus (“linked”). Thus, this procedure allows one to find the position
of the gene causing the disease and, after that, to isolate it to study its function and its role in the
disease. This approach is equally applicable to any kind of disease for which the biochemical
nature is unknown. One of the first genes to be identified by positional cloning was the gene
involved in cystic fibrosis, named CFTR (cystic fibrosis transmembrane conductance regula-
tor) in 1989 (1). Nothing was initially known about the function of the mutated protein or about
the physiological role of the normal product. After the position in the genome was well estab-
lished on chromosome 7, the gene was cloned and sequenced. Then, it was demonstrated that
the protein was a regulated Cl– channel located in the apical membrane of the epithelial cells
affected in the disease. During the course of the last 15 yr thanks to the identification of thou-
sands of genetics markers distributed all over the genome, this strategy allowed to map more
than 1000 monofactorial disorders.

The localization of a disease gene with respect to specific genetic markers is investigated
through linkage analysis. Linkage analysis utilizes the phenomenon whereby alleles at neigh-
boring loci on the same chromosome will be transmitted together more frequently than loci
located on different chromosomes. The final goal is to define the position of disease genes in
relation to that of well mapped loci.

2. Independent and Linked Loci
If two genes lie on different chromosomes, they will segregate independently at meiosis

(Mendel II law): an allele at one locus on one chromosome is transmitted together with a given
allele at another locus on another chromosome with 50% probability. Assuming a pair of loci A
and B (see Fig. 1), each with two alleles (A,a and B,b), a double-heterozygous individual
(AaBb) can produce four types of gamets. Two of these reconstitute the parental gametes and
are referred as “parentals” (identical to those received from his parents). The other two types of
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gamets are generated by the independent assortment of the parental alleles and are referred to
as “recombinants.” For two independent loci, the ratio parentals: recombinants is 50 : 50.

If two loci are syntenic (i.e., they lie on the same chromosome), they do not segregate inde-
pendently. Genetic linkage is the phenomenon whereby alleles at loci close together on the
same chromosome do not assort independently at meiosis, but they will tend to be inherited
together. If the linkage between two loci is complete, an individual heterozygous at both loci
(AaBb) will produce only two types of gamete. In Fig. 2, the loci A and B are closely linked:
All of the gametes will carry the parental combination (i.e., 50% AB and 50% ab).

An example of independent and linked loci segregating in the same family is reported in Fig 3,
in which is shown a large pedigree with some members affected by a rare autosomal dominant
disease, in which each affected individual has inherited a mutant copy of the disease gene (D)
and is Dd heterozygous, whereas unaffected subjects have two normal alleles at the disease
locus (dd genotype). All of the members of the family have been tested with two markers:
marker A on chromosome 2, with alleles A1 and A2, and marker B on chromosome 5, with
alleles B1 and B2. Following the inheritance of marker A alleles and the inheritance of the
disease, the affected members of the pedigree transmit either the marker allele A1 or A2 to
affected offspring with equal likelihood, as expected by random segregation of the disease and
the marker. Instead, when comparing the inheritance of marker B alleles and the disease, all
affected members of the pedigree transmit the allele B1 to the affected offspring and none of the

Fig. 1. Gametic combinations generated by a double-heterozygous individual for two inde-
pendent loci A (with alleles A and a) and B (with alleles B and b). Fifty percent of the combi-
nations are identical to the parental combinations and 50% are recombinant.
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unaffected members of this pedigree has inherited this same allele. The precise cosegregation
of B1 and D alleles allows us to hypothesize that the marker locus B and the disease locus are
physically linked on chromosome 5.

In geneticist terminology, two alleles at linked loci are said to be in coupling (or in cis) when
they are on the same parental chromosome (e.g., B1 and D in Fig. 3) and in repulsion (or in
trans) when they are on two different chromosomes (e.g., B1 and d). The only consequence of
different phases is that the gametes that are called recombinant in one case are nonrecombinant
in the other.

3. Recombination Fraction
The family reported in Fig. 4 shows the segregation of the nail–patella syndrome, a rare

autosomal dominant disorder, involving nail and skeletal deformities. The affected individuals
are heterozygotes Dd for the disease allele, whereas the non affected are homozygotes dd. All
of the family members were genotyped for the ABO blood group determined by three different
alleles, A and B codominant and each dominant to O. Individual II-1 inherits the D-A allelic
combination from her father (I-1) and the allelic combination d-B from her mother (I-2). She
transmits to her eight children the combination D-A four times and the combination d-B three

Fig. 2. Gametic combinations generated by a double-heterozygous individual for two linked
loci A and B. All of the gametes carry the parental combinations.
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times, and in just one case, she transmits the recombinant combination d-A (II-3). Thus, the
parental combinations D-A and d-B are cotransmitted to members of the third generation more
frequently than expected by chance. This suggests that the nail–patella and the ABO group loci
are linked.

As stated above, most but not all the individuals inherit the parental allelic combination.
Individual III-3 received the marker allele A from her mother but not the disease-allele D. This
is a recombinant, originated by a crossing-over event between the loci ABO and nail–patella
which occurred during the maternal meiosis.

Crossing-over is the reciprocal exchange of corresponding segments between the nonsister
chromatids of two homologous chromosomes. It is assumed to be random along the length of the

Fig. 3. Pedigree with members affected by an autosomal dominant disease. All the individu-
als were genotyped for two markers A (alleles A1 and A2) and B (alleles B1 and B2). Individuals
carrying the various gametic combinations of the disease locus alleles with each of the two
markers are reported in the table. For marker A, all of the possible allelic combinations are
detected, as expected for independent loci. For marker B, only two allelic combinations are
present (D-B1 and d-B2), suggesting that the disease and marker B locus are linked and that the
disease allele D is carried in cis with marker allele B1.
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chromosome. Thus, the more distant the loci, the greater is the probability for a crossing-over to
occur between them somewhere along the length of the chromosome. As a consequence alleles
at loci on the same chromosome co-segregate at a rate related to the distance between them. The
distance separating two loci is measured by the recombination fraction (ϑ), which corresponds
to the probability that a recombination event occurs between the two loci (see Fig. 5).

Because the frequency of recombinant gametes is a function of the distance between two
genes, it is used as a measure of the so-called “genetic distance” between the two genes. One
percent recombination is referred to as one map unit, or 1 centimorgan (cM), distance. The
human genome has been estimated by recombination studies to be about 3000 cM. As the
physical length of the haploid genome is 3000 Mb, 1 cM can be approximated to 1 Mb (1
million bases).

The maximum measurable genetic distance between two synthenic loci is 50 cM (50% re-
combination). This is explained by the fact that if a single crossing-over occurs, only two of the
four chromatids are involved (see Fig. 6A). Considering two synthenic loci, a single crossover
event occurring between them generates two recombinant gametes out of four. Therefore, 100%
probability of a crossover event results in 50% recombinant gametes. However, two loci far
apart can be separated by more than one crossing-over event. Double crossovers can involve
two, three, or four chromatids (see Fig. 6B). As shown in Fig. 6B, because the three types of
double crossing-over occur randomly, the overall effects of this double recombination event
give, on average, 50% recombinants. Consequently, the proportion of the parental and recom-
binant gametic combinations when two loci are far apart on the same chromosome approxi-
mates to 50%, exactly as is seen for loci located on different chromosomes. Thus, when θ > 0.5,
the two loci are not linked, because they are either on different chromosomes or far apart on the
same chromosome.

4. Informative Matings
Linkage analysis between two loci can be performed only when it is possible to distinguish

individuals who inherit recombinant allelic combinations from individuals who inherit nonre-

Fig. 4. Pedigree with members affected by Nail–Patella syndrome. The genotype at the ABO
locus is reported for each individual. The parental combinations of II-1 (D-A and d-B) and the
gametes transmitted to her eight children are reported. All of the children but III-3 (recombi-
nant) received a parental combination.
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combinant (parental) combinations. Recombination events can be detected only when the indi-
vidual is heterozygous at both loci and the phase of the parental alleles is known. The phase can
be established for sure only in three-generation pedigrees with available grandparents. In the
family in Fig. 7A, it is not possible to count recombinants and nonrecombinants because the
phase of the parental gametes in unknown. The same family is reported with the first-genera-
tion genotypes available (see Fig. 7B). Now, the phase can be determined (B-D) and it is pos-
sible to distinguish whether a gamete passed to the third generation is the product of a
recombination event or is a parental (nonrecombinant) gamete and to count recombinants and
nonrecombinants in the offspring. In some pedigrees, even when the grandparents are acces-
sible, the phase remains undetectable. This occurs when the parent useful for linkage analysis is
homozygous (see Fig. 7C) or when the parents, although heterozygous, share the same marker
alleles and their children are also heterozygous (see Fig. 7D).

5. Markers Used For Linkage Analysis
As stated above, the aim of linkage analysis is to find the rough location of the gene of

interest relative to another DNA sequence (another gene or an anonymous DNA sequence),
called a genetic marker, for which distinguishable alleles are known and with a precise chro-
mosomal localization. Genetic markers are sequences that show polymorphism (variations in
sequence or size) in the population. Their alleles can be identified either by a recognizable
phenotypic effect or directly by molecular analysis of the DNA. In the past, genes with poly-
morphic alleles that could be scored at the phenotypic level were used for mapping (e.g., blood
groups and electrophoretically separable isozymes). In the last two decades, the important ad-
vances in molecular biology have made possible the rapid development of new technologies
leading to the identification of numerous markers at the DNA level.

As the identification of recombinants requires double heterozygotes for both the marker
allele and the disease loci, a crucial feature of the marker is that it should have a high heterozy-
gosity index so that a randomly selected individual has a high probability of being heterozy-

Fig. 5. Gametic combinations for two linked loci: (1) closely linked loci: no crossing-over
occurs between the two loci. All of the gametic combinations are parental. (2) Crossing-over
between the two loci occurs at a rate related to the distance separating the two loci. The propor-
tion of recombinant gametes is equal to the recombination fraction (ϑ) and the proportion of
nonrecombinant gametes is 1–ϑ, each type being (1–ϑ)/2.
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gous. The heterozygosity of a marker corresponds to the chance that a randomly selected per-
son will be heterozygous for that marker. This depends on the number of alleles and their
relative frequency. If the marker alleles are A1, A2, A3,…, and their frequencies are p1, p2,
p3,…, the heterozygosity is

H pi= − ∑1 2

where pi corresponds to the frequency of the pi-th allele, and p2 is the fraction of homozygotes.
For biallelic markers, the maximum heterozygosity is 0.5, corresponding to the presence of two
alleles with equal frequency [H = 1– (0.52 + 0.52) = 0.5].

The first generation of DNA markers was represented by RFLPs (restriction fragment length
polymorphisms) corresponding to DNA variations located within a restriction enzyme recogni-
tion site. The analysis of RFLPs required isolation of a large amount of DNA, restriction digests,
Southern blotting, and hybridization with radiolabeled probes. The major limitation of RFLPs
was their uninformativeness, as they are biallelic markers with the maximum heterozygosity of
0.5.

A great improvement was given by minisatellite VNTR (variable number tandem repeat)—
tandemly repeated DNA sequences of 100–1000 bp that show an elevated number of alleles in
the population and, thus, a high level of heterozygosity. However, they are not uniformly dis-
tributed all over the genome (they tend to cluster near telomeres) and have the drawback of
requiring typing by Southern blotting and radioactive detection.

The last generation of highly informative polymorphic markers is represented by
microsatellites, which consist of particular DNA sequence motifs ranging from 1 to 6 basepair

Fig. 6. Each crossing-over event involves two of the four sister chromatids: (A) a single
crossing-over generates two recombinant and two nonrecombinant chromatids; (B) a double
crossing-over generates only non recombinant chromatids if it involves two strands; a
threestrand double crossing-over generates two recombinants and two nonrecombinants; a four-
strand double crossing-over generates only recombinants. The three types of double crossing-
over occur randomly, so the average effect is 50% recombinants.
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(bp) tandem repetitions. They usually have multiple alleles differing in the repetition number
and show a high level of heterozygosity. The presence of numerous different alleles decreases
the probability that the two parents are heterozygous for the same alleles (as the example of
Fig. 7C), thus decreasing the probability of uninformative meioses. Microsatellites are uni-
formly distributed all over the genome and are easily genotyped by polymerase chain reaction
(PCR). These markers became the most popular genetic markers and a high-density
microsatellite map including more than 5000 microsatellites has been developed (2).

6. The LOD Score Analysis
When completely informative pedigrees are available, it is possible to detect unambiguously

recombinants and nonrecombinants. Crossing-over events can be identified for sure in three-
generation pedigrees, where the phase of the parental gametes can be defined. This is the case
of the family reported in Fig. 4, where it is possible to establish that the AB0 locus is linked to
the nail–patella locus, as the A allele shows a strong cosegregation with the disease allele. We
can directly identify the recombinants and nonrecombinants unambiguously because the phase
of the double-heterozygous individual II-1, useful for the linkage analysis, is known. We observe
one recombinant (III-3) in eight meioses with an estimated recombination fraction of 1/8 (12.5%).
We then need a statistical test to evaluate whether the observed ratio 1 : 8 is significantly
different from 1 : 1, the ratio expected in the null hypothesis of no linkage (see below).

Fig. 7. Informative and uninformative meioses for linkage analysis. (A) Uninformative mei-
oses: the grandparents are not available and the phase of II-1 (useful for linkage analysis) is
unknown. (B) Informative meioses: the genotypes of the first generation are now available and
the phase can be determined (B-D and A-D). (C) Uninformative meioses: II-1 is homozygous at
the ABO locus and it is not possible to distinguish which alleles she transmits to the offspring.
(D) Uninformative meioses: the two parents II-1 and II-2 are heterozygous for the same marker
alleles; the children could have inherited A from the mother and B from the father, or vice versa.
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In most human pedigrees, because of the small family size and the difficulty in collecting
grandparent DNA, it is impossible to determine the allele phase and to directly count the recom-
binants. In Fig. 8, individual II-1 is again double heterozygous, but the phase is unknown.
Therefore, among her children, there can be either five recombinants and one nonrecombinant
or there are five nonrecombinants and one recombinant. In this case, we cannot identify unam-
biguously recombinants and nonrecombinants.

The test used to calculate the significance of the observations indicating that two loci are
linked at a certain genetic distance (ranging from ϑ = 0 to ϑ = 0.5) is the LOD score test. It
evaluates the overall likelihood of the pedigree, on the alternative assumption that the loci are
linked (ϑ < 0.5) or not linked (ϑ = 0.5). The ratio of these two likelihoods gives the odds of
linkage and it is expressed as the log of this ratio (LOD stands for “log of odds”). Being
expressed as a logarithm, the LOD score has the useful feature that scores from different
matings for which the same loci are analyzed can be added, hence providing a cumulative set of
data either supporting or not supporting some particular linkage value.

When performing a LOD score test we ask “what is the likelihood that the detected meioses
(births) come from linked loci with a certain percentage of recombination (0 < ϑ < 0.5) as
compared with the probability that the same sequence would have been produced by indepen-
dent loci (ϑ = 0.5)?” In each family, the probability for an individual being recombinant is ϑ
and the probability of being nonrecombinant is 1–ϑ. To determine the LOD score, different
values of ϑ are chosen. The Z value (LOD score) is calculated for each, and then the ϑ at which
the maximum LOD score (Zmax) is obtained gives the best estimate (maximum likelihood esti-
mate, MLE) of the recombination fraction between the two loci. This value of ϑ is the estimate
of the map distance between the marker and the disease locus.

6.1. Example of Lod Score Calculation When the Phase is Known

In the family of Fig. 4, we can establish that among the children, there are one recombinant
(a priori probability ϑ) and seven nonrecombinants (a priori probability 1-ϑ) because the phase
in individual II-1 is known (A is in coupling with D). The overall likelihood given linkage is

Fig. 8. Family with Nail–Patella syndrome, typed for the ABO locus. II-1 is a double het-
erozygous (AB, Dd) individual but the phase is unknown. If the phase is D-A (1), there are five
recombinants and one nonrecombinant. Alternatively, if the phase is D-B (2), there are one
recombinant and five nonrecombinants. R = recombinant; NR = nonrecobinant.
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(1– ϑ)7ϑ. The likelihood given no linkage is (0.5)8. The linkage/nonlinkage likelihood ratio is
(1 –ϑ )7ϑ / (0.5)8 and the LOD score (logarithm of the ratio) is

Z (ϑ) = log[(1 –ϑ )7 ϑ / (0.5)8].

We can calculate the Z values for different ϑ values. For example, determine Z at ϑ = 0.2:

Probability given linkage = (1–0.2)7 (0.2) = 0.0419,

Probability with no linkage = 0.58 = 0.0039,

LOD score = log(0.0419 / 0.0039) = 1.031.

The calculation is repeated with other ϑ values, including 0.125, the recombination fraction
value calculated by directly counting the recombinant and nonrecombinants, giving the follow-
ing results:

The value of ϑ for which Z reaches a maximum positive value (Zmax ) is 1.1163 at a ϑ value
of 0.125. However, this would not be considered a significant LOD value. In fact, the linkage
hypothesis is conventionally considered statistically significant when it is 1000-fold (LOD score
= 3) more likely than the independence hypothesis. To obtain such high a value, even if the
linkage hypothesis is correct, larger sample sizes are needed. This could be done either by
extending the analysis to other family members (if they are available) or by adding the Z value
calculated from other pedigrees.

6.1.1. Example of LOD Score Calculation When the Phase is Unknown

In the family reported in Fig. 8, the phase of the parental gamete is unknown. This repre-
sents the situation more frequently encountered in human pedigrees. There is no way to know
for certain if the D allele at the nail–patella locus is in cis with the A allele at the ABO locus (D-
A; prior probability 1/2) or with the B allele (D-B; prior probability 1/2). If the correct phase is
D-A, there are five nonrecombinants and one recombinant. The overall likelihood of the ob-
served sequence of meioses is 1/2 (1– ϑ)5ϑ. If the correct phase is D-B, there is one recombi-
nant and five nonrecombinants. The overall likelihood of the latter sequence of meioses is 1/2
(1– ϑ)ϑ5.

The overall likelihood is then calculated as

This allows for either phases with equal prior probability. The calculation is performed at
different ϑ values giving the following results:

Many families can be scored and the Z values obtained can be added to reach a significant
result demonstrating linkage between the two loci. The total results can be displayed graphi-
cally (see Fig. 9). The graph was obtained from the LOD scores calculated in different families
including the pedigrees of Figs. 4 and 8. In this example, the LOD score at ϑ = 0 tends to –∞.
This is generally the case if there has been at least one recombination event between the loci,
where it is clear that the two loci cannot be zero distance apart. In the graph, the maximum
value of Z occurs at a recombination fraction of 0.1 and it is higher than 3. Therefore, we can
feel confident that the two loci are linked and the best estimate of their genetic distance is ϑ
=0.1, which corresponds to 10 cM.
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Linkage is conventionally excluded when Z < –2 which corresponds to 100 : 1 odds against
linkage. Values of Z between –2 and 3 are defined inconclusive. In the examples of nail–patella
affected pedigrees reported above, the LOD scores could be easily calculated manually. How-
ever in many monofactorial diseases several factors can complicate linkage analysis. One of
these is the incomplete penetrance. Nail–patella syndrome is a dominant disease with complete
penetrance; that is, all of the individuals carrying the Dd genotype manifest the clinical symp-
toms typical of the syndrome. In several dominant diseases, the penetrance is not 100%, but it
is incomplete (i.e., not all of the individuals carrying the Dd genotype are affected), thus the
genotype of unaffected family members cannot be known for certain. Another complicating
factor is genetic heterogeneity, which means that mutations in different genes are responsible
for the disease. Consequently, in different families, the disease will be coinherited with differ-
ent marker loci.

Fig. 9. Graph of LOD score against recombination fraction from a hypothetical set of families.
LOD score values are reported for pedigrees 1 and 2 corresponding to the families of Figs. 4 and
8, respectively. All of the LOD score values from n families are added and the total LOD scores
are reported for different ϑ values. The maximum value of Z (Zmax = 3.9) occurs at a recombina-
tion fraction of 0.1, suggesting that the disease locus and the ABO locus are 10 cM apart.
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Therefore, several sophisticated software packages have been developed (such as the LINK-
AGE package) to determine the LOD score values for a continuous range of ϑ from very com-
plex pedigree data, considering factors such as the incomplete penetrance and the genetic
heterogeneity.

6.1.1.1. MULTIPOINT LINKAGE ANALYSIS

Up to now, we have only considered linkage analysis with two loci (the disease locus and
one marker locus). However, by performing two-point linkage analysis, we have no informa-
tion about the order of the loci. In the example of the nail-patella locus, we know that it is at
about 10 cM from the ABO locus, but it is impossible to determine on which side with respect
to the marker locus it is located.

In multipoint analysis, the inheritance of multiple loci in an interval is considered simulta-
neously. Instead of calculating the recombination fraction between a single marker and the dis-
ease locus “D,” the recombination fraction is determined between the disease locus and several
markers at the same time. In this approach, a fixed map of known markers is used to establish the
position of an unknown disease locus. The locus D is moved across the map and the LOD score
values are calculated for each possible point of the map considering all the markers of the map
simultaneously. A great advantage of multipoint linkage analysis is that it gives a higher LOD
score because the LOD-scores obtained at the multiple points of the map can be added. Pro-
grams such as LINKMAP (part of the LINKAGE package) and GENHUNTER are commonly
used to compute the overall likelihood of the pedigree at each position.

The basic approach currently used in genetic mapping of human diseases involves the analy-
sis of the segregation of many markers distributed all over the genome. To this aim, a map of
about 300 microsatellites spaced, on average, 10 cM is used. In affected families, one or few
microsatellites will be eventually identified that cosegregate with the disease, giving signifi-
cant LOD score values.

The next step is collecting as many families as possible and using a denser marker map to
refine the chromosomal position in order to identify the shorter interval containing the disease
gene.

7. Genetic Dissection of Complex Diseases
Many common diseases such as diabetes, multiple sclerosis, asthma, and cardiovascular

diseases are referred to as complex disorders because, although they show a tendency to cluster
within families, they do not follow the simple Mendelian rules of inheritance. The relationship
between the genotype and the phenotype in complex diseases is complicated by the following
factors:

1. More than one gene is involved (i.e., disease susceptibility might require the simultaneous
presence of mutations in multiple genes [polygenic inheritance]). These genes might contrib-
ute together to the disease in an additive fashion or by their product interaction (multiplicative
model).

2. Variations in different genes might result in identical phenotypes (genetic heterogeneity). This
means that affected individuals might possess disease-contributing variations in different genes.

3. Variants that contribute to the disease will probably have much more subtle effects on the
activity of gene products than those observed in Mendelian disorders. Nucleotide variations
involved in such diseases are likely not pathogenic mutations but rather polymorphisms also
present in the normal population. Consequently, most susceptibility disease alleles only confer
a modest risk to disease susceptibility and individuals carrying predisposing allele might not
manifest the disease (incomplete penetrance).

4. The disease is determined by a complex interaction between the susceptibility genes and the
environment (multifactorial inheritance). For some diseases, the environmental factors are
known. For example, in obesity, the environmental factor is food intake. For many other com-
plex diseases, such as mental illness and multiple sclerosis, there is only a slight idea of what
the environmental factors are.
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5. In some cases, the disease is triggered by environmental factors in the absence of a predispos-
ing genotype (phenocopies).

For all of these reasons, the identification of genes involved in multifactorial diseases is
much more complicated than Mendelian disease genes. Parametric linkage analysis, which
requires a precise genetic model that specifies the modality of transmission and the penetrance
of each genotype, is not suitable for mapping genes involved in complex diseases. The analysis
of a complex disease is performed through methods that do not need to specify the transmission
model, and these methods are termed non-parametric or “model free.” Nonparametric analysis
ignores the unaffected people, thereby eliminating the problem of nonpenetrant carriers of dis-
ease-predisposing alleles. Such tests look for alleles or chromosomal segments that are shared
between affected people by searching for markers shared by the affected members either within
families (linkage) or in the whole population (association).

Nonparametric linkage analysis investigates the coinheritance of the disease and of marker
alleles in affected relatives. If an allele at a marker locus tends to be coinherited by the affected
family members more frequently than expected by the Mendelian random segregation, then the
allele might be linked to a disease-susceptibility gene.

Association relies on the detection of markers shared by affected people in the population
through the identification of allele frequencies that differ in patients and controls (association).
Association studies test whether a particular allele, genotype, or haplotype is overrepresented
(positive association) or underrepresented (negative association) in affected unrelated individu-
als compared with unaffected controls.

In principle, searching for association (i.e., counting how many times the marker and the
disease are present together in the population) is the same operation as that of looking at link-
age in families (i.e., counting how many times the marker and the disease are inherited together
by relatives). The difference is that all affected individuals in a population are now treated as
distant relatives and one tests the frequency by which they have inherited jointly the disease
and the marker from a common ancestor. Thus, one looks not only to the meioses in one or few
generations as in linkage analysis but also to all meioses in the history of the population.

Linkage and association provide different types of information. Each has its limitations and
advantages. Linkage carries the advantage over association studies that, in general, it extends
over greater genetic distances and can therefore be detected using fewer markers. Conversely,
association has the advantage that it is considerably more powerful than linkage and therefore
requires smaller study populations. One adopted strategy is first to determine by whole-ge-
nome linkage analysis a chromosomal region where the susceptibility gene is located (posi-
tional cloning) and then to refine the map by association analysis.

8. Identical-by-State vs Identical-by-Descent Alleles
The analysis of chromosomal regions shared by affected individuals in the same family

needs to distinguish alleles that are identical-by-state (IBS) from alleles identical-by-descent
(IBD). Any two identical copies of an alleles are said to be IBS. If these allele are inherited
from the same ancestor, then they are also IBD. It is possible to determine if two individuals of
the same pedigree have the same allele at a marker locus just by typing them. For example, in
Fig. 10A, the two affected children were typed for the marker A and they both have allele A1
and differ for the other allele. Therefore, the number of IBS allele is 1. In order to establish if
this allele is also IBD, the typing of additional family members is required. The genotypes of
the parents reveal that alleles A1 are not IBD: one child inherits A1 from the mother and the
other from the father (see Fig. 10B). In the family reported in Fig. 10C, again both the two
affected children have the allele A1. In this case, because they inherit it from the heterozygous
A1A2 father, the allele is IBD. In some cases although both parents have been genotyped, it is
not possible to infer if the identical allele is IBD. This situation is encountered when one or
both parents are homozygous (see Fig. 10D) and when both parents and the children are het-
erozygous for the same genotype (see Fig. 10E). Clearly, IBD implies IBS, but not vice versa.
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9. Affected Sib Pair Analysis
Affected sib pair (ASP) analysis is the simplest form of interfamilial allele sharing methods.

It relies on the fact that if a marker is linked to a disease locus, then the same marker allele will
be inherited by two affected siblings more often than would be expected by chance. In this
approach, families with two affected children are collected and genotyped. The probability
that, for a given locus, affected siblings will share by chance neither, one, or two IBD alleles at
a given locus is 0.25, 0.50, and 0.25, respectively (see Fig. 11). Linkage is present if that
distribution is significantly distorted in favor of one or two sharing. Excess allele sharing is
calculated using the chi-square (χ2) statistic.

In Table 1 are shown the results from a study on sib pairs affected by type 1 diabetes
(T1DM), with markers positioned on different chromosomes. For each marker the transmission
from one parent to the two affected sibs is reported. If the locus is not linked to the disease, 50%
of the sib pairs’ two children should share the same allele. On the other hand, if the locus is
linked to the disease, the proportion of sib pairs sharing the same allele should exceed 50%. A
strong deviation of the observed IBD sharing percentage from the expected values is observed
for a marker on chromosome 6 mapping within the human leukocyte antigen (HLA) region.
This distortion is statistically significant, indicating that the HLA region is linked to T1DM.

9.1. Whole-Genome Screening

The usual practice in mapping complex traits by ASP analysis involves genotyping multi-
plex families with two affected children (multiplex families) for hundreds of microsatellites

Fig. 10. Identical-by-state (IBS) and identitical-by-descent (IBD) alleles. (A) The two sibs
have one identical allele (A1). As the parents’genotypes are not available, we do not know if A1

is IBS or IBD. The genotypes of the parents reveal that A1 is IBS (B). (C) The two children
share one IBD; they inherited it from the heterozygous mother. (D) Both of the two children
inherited A1 from their homozygous mother. The allele is IBS for sure, but we cannot distin-
guish if it is also IBD. (E) Parents and children are heterozygous for the same genotype; the
children could have inherited A1 from the mother and B1 from the father, or vice versa. They
have two IBS alleles; we cannot distinguish if they are also IBD.
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markers (300–400) throughout the genome (whole-genome screening). When an elevated de-
gree of allele sharing is found with a marker, it means that a susceptibility gene might be
located nearby. As in the case of a parametric LOD score, it is crucial to evaluate the strength of
findings of linkage at different sites in the genome. This is usually reported as the LOD score or
the p value. A maximum LOD score ratio is used to test whether the degree of sharing is signifi-
cantly distorted from the expected sharing under the hypothesis of no linkage, just like the
parametric LOD score is used to test whether a recombination frequency less than 0.5 is signifi-

Fig. 11. Affected sib pair linkage analysis. By random segregation, sib pairs share none,
one, or two IBD alleles 25%, 50%, or 25% of the times, respectively. If linkage is present, the
siblings will tend to share one or two IBD alleles more often than 50% and 25%, respectively.

Table 1
Affected Sib Pair Analysis in Type 1 Diabetes

No. of ASP who inherited
No. of from one parent

Chromosome Marker locus informative Same Different Chi-square
meiosis allele (1 IBD) alleles (0 IBD)

1 D1S234 142 73 (51%) 69 0.062
1 D1S238 147 75 (51%) 72 0.061
2 D2S131 138 67 (49%) 71 0.116
2 D2S125 147 68 (46%) 79 0.823
3 D3S1297 125 60 (48%) 65 0.2
3 D3S1265 139 70 (50%) 69 0.007
6 D6S258 117 90 (77%) 27 33.923
6 DSS291 102 54 (53%) 48 0.353
7 D7S503 138 71 (51%) 67 0.116
7 D7S684 140 68 (48%) 72 0.114
9 D9S144 123 61 (50%) 62 0.008
9 D9S118 138 68 (53%) 70 0.029
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cant. The p value corresponds to the probability that the observed deviation in allele sharing
has arisen by chance under the independent assortment of the alleles. Several geneticists have
suggested some guidelines for interpreting the significance of evidence of linkage data obtained
from whole-genome screening of ASP to avoid false-positive results. At the same time, caution is
needed not to run the risk of missing true hints of linkage. The significance of a positive linkage
result depends on how often such deviation would arise by chance in a whole-genome search.
Lander and Kruglyak (3) proposed some significance criteria for mapping loci involved in
complex diseases by whole genome scans categorizing the significant p value, as shown in
Table 2. In their guidelines, the authors suggested that to reach a significant linkage, a thresh-
old of LOD � 3.6 must be imposed. Moreover, a linkage study that gave a significant LOD
score must be replicated in a second independent set of families (replication study) to be cred-
ible and therefore confirmed.

The most widely used software for the nonparametric LOD score is the GENEHUNTER
program, which performs multipoint analysis in affected sib pairs. The results can be graphi-
cally shown as curves reporting the LOD score values (y-axis) for each chromosome marker (x-
axis). In Fig. 12 is presented a graph with a linkage curve for chromosome 6 obtained from a
genomewide scan on sib pairs affected by celiac disease (CD) (4). A highly significant LOD
score is reached in correspondence of the HLA region, which is known to play an important
role in CD susceptibility.

10. The Example of Type 1 Diabetes
Type 1 diabetes mellitus is an example of complex disease for which several genome-wide

linkage scans in affected sib pairs were conducted. It is caused by the autoimmune destruction
of pancreatic B-cells affecting young people and requires lifelong insulin treatment. As in the
case of many other autoimmune diseases, linkage to HLA region (called IDDM1 locus, insulin-
dependent diabetes mellitus locus) on chromosome 6p21 has been consistently recognized
across multiple studies. It has been estimated that HLA-conferred susceptibility might account
for less than 50% of the genetic risk. This is clearly demonstrated by twin studies in which the
concordance between dizygotic twins that share HLA haplotypes is much lower than concor-
dance in monozygotic twins. This suggests that there is a substantial role for non-HLA genes.
Using the affected sib pair non-parametric linkage analysis, several groups have identified a
number of candidate susceptibility loci for T1DM, many of which have received a specific
name (IDDM1 through 18; see Table 3) as a temporary operational designation. In Table 3 are
reported the results for a whole-genome scan on affected sib pairs performed for the US popu-
lation (5). In marked contrast with the strong effect of HLA, non-HLA loci likely provide only
small additional contributions to disease susceptibility. Only two loci besides HLA have been
replicated in independent studies. IDDM2 on chromosome 11p15 maps to a VNTR sequence
located 596 bp upstream of the insulin gene translation start site. It has been suggested that the
length of this VNTR affects insulin expression and T-cell tolerance to the protein. A region on

Table 2
Lander and Kruglyak Significance Criteria for Mapping Loci Involved
in Complex Diseases by Whole-Genome Scans in Affected Sib Pairs

Category Range of p-values Range of LOD scores

No linkage 1.00–0.0008 0–2.1
Suggestive linkage 0.0007–0.00003 2.2–3.5
Significant linkage 0.00002–0.0000004 3.6–5.4
Highly significant � 0.0000003 �5.4

linkage
Confirmed linkage Significant linkage in an initial study, confirmed

in an independent sample
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chromosome 2q34 (IDDM12) has been linked to type 1 diabetes by several groups (6–9) and it
maps near the CTLA4/CD28 gene complex. These two genes are both expressed by T-cells:
CD28 mediates T-cell activation, whereas CTLA4 induces apoptosis. A polymorphism in the
first exon and a microsatellite in the 3' untranslated region of the CTLA-4 gene have been
found to be associated to T1DM in independent studies (10–12).

Among the remaining loci, replication of linkage evidence was reported in different data sets
for the susceptibility intervals IDDM4 (11q13), IDDM5 (6q25), IDDM6 (18q21), IDDM8 (6q27)
although there is not as yet an indication for the likely susceptibility gene in these regions.

It is often difficult to detect and replicate linkage data and considerable heterogeneity is
present among data sets. This can be attributed both to statistical errors (including false posi-
tives and false negatives) and to biological causes such as the large number of involved loci,
genetic heterogeneity, variable disease gene frequencies and environmental factors. Given this
situation, the study of many hundreds of affected sib-pairs of the order of thousands would be
required to establish linkage and this material is not easy to collect.

Sib pair analysis has been used to investigate many other complex diseases such as asthma,
diabetes, multiple sclerosis, schizophrenia, and celiac disease. All of these studies have been
successful to a limited extent and progress has been extremely slow. Only a few genes and
some genetic regions outside the HLA involved in complex diseases have been identified and
replicated in different studies. Linkage analysis might be ineffective for mapping complex dis-
ease loci with low phenotypic effect and it can succeed only with moderate to large effect
variations. Association studies provide a more powerful approach to detect disease susceptibil-
ity genes with a relatively modest effect.

Fig. 12. Affected sib pair linkage analysis in coliac disease with markers on chromosome 6
(4). Multipoint LOD scores are plotted relatively to markers along the chromosome. A highly
significant peak of linkage is detected in correspondence of markers mapping within the HLA
region.
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11. Association Studies
In general, an allele is said to be positively associated to a disease when its frequency is

significantly higher in patients than in controls. Some examples of association of HLA alleles
with autoimmune diseases are illustrated in Table 4.

A positive association with the disease could imply that the tested allelic variation is directly
involved in the etiology of the disease. This might be the case of deleterious amino acid changes
or promoter variations that alter gene expression.

Alternatively, a positive association could be the result of linkage disequilibrium (LD) be-
tween a neutral marker allele and the disease-predisposing allele, implying a close physical
linkage of the marker and the disease involved gene. LD usually reflects the historical origin of
a mutation on a specific chromosome bearing a characteristic set of allelic combinations. If the
marker and the disease loci are very close to each other, the combination of the alleles at the

Table 4
Some Examples of HLA-Associated Diseases

% Individuals carrying
the associated allele

Disease Allele Patients Controls

Ankylosing spondylitis B27 90% 9%
Type 1 diabetes DR3 52% 23%

DR4 74% 24%
DR3 or DR4 93% 43%

Multiple sclerosis DR2 60% 30%
Rheumatoid arthritis DR4 81% 24%
Coliac disease DQ2 95% 28%
Grave’s disease DR3 65% 27%
Narcolepsy DR2 95% 33%

Table 3
Reported Susceptibility Loci for Type 1 Diabetes

Locus Chromosome Lod score

IDDM1 6p21.3 65.8
IDDM2 11p15.5 4.28
IDDM3 15q26 0.01
IDDM4 11q13 1.37
IDDM5 6q25-q27 1.60
IDDM6 18q21 0.01
IDDM7 2q31-q33 2.62
IDDM8 6q25-q27 0.94
IDDM9 3q22-q25 0.50
IDDM10 10p11-q11 2.80
IDDM11 14q24.3-q31 1.22
IDDM12 2q33 0.77
IDDM13 2q34 0.23
IDDM15 6q21 2.36
IDDM17 10q25 1.38
IDDM18 5q33-34 0.05
D1S617 1q42 2.27
D16S3098 16q22-24 4.13
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two loci that was present in the ancestor might have been preserved through many generations.
(This conservation is referred to as “linkage disequilibrium.”) Thus, the particular allele com-
bination would be found more often than expected by chance, i.e. considering the frequencies
of the two alleles). The combination of alleles between more distant loci would be lost because
of the increased probability of crossing-over between the two. As a consequence, when it does
not involve the causal variations, association depends on the presence of linkage disequilib-
rium between the tested markers and the disease gene and it can be observed only using mark-
ers located very near to it. Conversely, detecting association of a marker with the disease
indicates that the marker is located very close to the disease gene. An international project
called the HapMap project has been launched to characterize the LD pattern throughout the
genome, in the hope of facilitating association studies. It has been discovered that LD is highly
structured into discrete islands, called haplotype blocks (13). Each block comes only in a few
common patterns and few markers can represent a haplotype block. Thus, when the haplotypic
structure of the human genome is completed, the search for genes underlying common diseases
will require testing only few single-nucleotide polymorphisms marking different versions of a
given chromosome region. In the future, whole-genome association studies can be envisaged.

12. Markers Used in Association Study
The markers of choice in association studies are represented by single-nucleotide polymor-

phisms (SNPs; see Chapter 19), which include not only the traditional RFLPs but also nucleotide
substitutions that do not alter or create a restriction enzyme site. With respect to microsatellites,
they are less informative because they are mostly biallelic, whereas microsatellites have many
alleles. However, SNPs are more frequent, occurring approx 1 per 500–1000 bp, leading to more
than 3 million in the genome and they are also present within all genes. Moreover, they are less
mutating than microsatellites and, thus, more stable in the population. SNPs also have a further
advantage over microsatellites: whereas microsatellites themselves rarely contribute to the dis-
ease state and are usually located outside the coding regions, SNPs can also have a functional
relevance if they occur in the coding or regulatory regions of a gene.

A map of the human genome sequence variation containing about 1.42 million SNPs has
been developed recently (14). This high-density SNP map provides, on average, 1 SNP every
1.9 Kb, with about 60,000 SNPs falling in coding sequences.

13. Relative Risk and Odds Ratio
The strength of the association between a marker and a disease is usually described by the

relative risk (RR) or the odds ratio (OR). These parameters are widely used in epidemiology to
asseses the risk conferred by the exposition to a risk factor that in genetics is the presence or the
absence of a certain marker allele at a specific locus. The RR is used in prospective studies, in
which one of the random sample consists of subjects who possess the risk factor (a marker
allele) and the other random sample consists of subjects who do not possess the risk factor. The
individuals of each sample are then followed in time to test which subjects eventually develop
a certain disease and which subjects will not.

The scheme of the study can be represented as a 2×2 contingency table in the following
form:

The proportion of subjects with the risk factor who develop the disease is a/(a+b) and it can
be considered as a measure of the risk of developing the disease in the presence of the risk
factor. Similarly, the risk of developing the disease in the absence of the risk factor is c/(c+d).

Disease

Marker Present Absent Total

Present a b a + b
Absent c d c + d
Total a + c b + d
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The RR compares the risk of developing the disease in presence of the allele with the risk in
absence and it is defined by the ratio of the two risks:

The odds ratio is, by definition, the ratio of two odds for an event (i.e., the ratio between the
probability of one event and the probability that the event does not occur). The OR is used in
retrospective studies in which one of the random sample consists of individuals who developed
the disease (cases) and the other random samples consists of unaffected individuals (controls).

In this kind of approach, the number of affected and unaffected is fixed by the researcher and,
thus, it makes no sense to estimate the risk of developing the disease in presence or in absence
of the risk factor. In this case, a comparison of the presence of a risk factor for disease in a
sample of affected subjects and nonunaffected controls is made: the number of individuals
with disease who possess the allele over those with disease who do not possess it (a/b) divided
by those without disease who were exposed over those without disease who were not exposed
(c/d). Thus,

This measure should be used for association case-control studies where we retrospectively
look at a disease allele in patients and controls. For example, in one study of 91 patients af-
fected by late-onset Alzheimer disease and 71 healthy controls, a particular allele (ε4) of the
apoliprotein E (ApoE) was found in 58 patients and 16 controls:

The OR is then (58×55)/(16×33) = 6. This mean that the odds of developing Alzheimer’s disease
are six time higher in individuals who carry the ApoE-ε4 allele with respect to those individuals
who do not carry this polymorphism.

14. Transmission Disequilibrium Test
Case-control association studies are largely prone to detect spurious associations between

markers and diseases resulting from population admixture. If population admixture is present
or has occurred in the recent past, then this can give rise to an association between alleles that
is not the result of linkage disequilibrium between loci. In mixed populations, any trait present
more frequently in a given ethnic group will be apparently associated with any allele more
common in that group. To take a trivial example, in the San Francisco Bay area, a positive
association is found between the ability to use chopsticks and the HLA-A1 allele. This associa-
tion is a consequence of population admixture because in the Chinese population (with many
members living in San Francisco), the allele HLA-1 is frequent and it is rare in other ethnic
groups. A crucial point in association studies is, thus, the case-control sample selection.

RR = +( )
+( ) = +( )

+( )
a a b

c c d

a c d

c a b

/

/

OR = =a b

c d

ad

bc

/

/

Alzheimer’s disease

Allele ε4 Present (patients) Absent (controls) Total

Present (ε4+) 58 16 74
Absent (ε4–) 33 55 88
Total 91 71
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The problem of population stratification can be reduced to some extent by using genetically
isolated populations for case-control studies, for instance, the Finnish or the Sardinian popula-
tions. In a mixed population, a solution comes from family-based association tests as the trans-
mission disequilibrium test (TDT) (15).

The transmission disequilibrium test is performed on nuclear families with one affected
offspring and the two parents (simplex families; see Fig. 13). TDT compares the number of
times that each parent transmits a given marker allele to an affected offspring with the number
of times that he does not transmit it. By combining the data of many families, each allele has a
50% chance of being transmitted and a 50% of not being transmitted. If an allele at a locus is
responsible for the disease or if it is very close to the disease locus and in linkage disequilib-
rium with it, the chance of being transmitted will be higher than 50%. This method detects true
association, as a result of linkage disequilibrium, eliminating the possibility of spurious asso-
ciation resulting from population stratification. As an example, in a set of Type 1 diabetes
families ascertained in the United States (4), the DQB1*0302 allele is preferentially transmit-
ted to affected offspring (see Table 5)

A limitation of the TDT is that it can be performed only when the parents are heterozygous
for the marker locus. This creates a loss of statistical power because the number of individuals
useful for the analysis is confined to heterozygotes. Moreover, because it requires the parental
genotypes to be specified, it is not feasible when late-onset diseases are studied, such as
Alzheimer’s disease. Consequently, although insensitive to population stratification, the fam-
ily-based methodologies can be difficult to implement and might require significantly more
patients and family collections than case-control studies.

Fig. 13. The transmission disequilibrium test is performed on families with an affected child
(simplex). n families are genotyped with a microsatellite marker with multiple alleles. The
allele transmitted from heterozygous parents to the affected child are counted. Each allele has a
50% chance of being transmitted. If an allele is involved in the disease, the chance of being
transmitted will be higher than 50%. Allele A3 is transmitted 70% of the times and, thus, it
might be in linkage disequilibrium with a disease-susceptibility allele.
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Single-Nucleotide Polymorphisms

Technology and Applications

Cyril Mamotte, Frank Christiansen, and Lyle J. Palmer

1. Introduction
The genomics revolution is transforming epidemiology, medicine, and drug discovery (1–7)

and there is an ongoing refocusing of effort away from family-based linkage studies toward
population-based genetic association studies for complex phenotypes (3,8–11). The generation
of new genomic knowledge and its integration into epidemiological and clinical research
projects in industry and academia are exponentially increasing trends. The genetic basis of
disease susceptibility, disease progression and severity, and response to therapy for many com-
plex conditions has been increasingly emphasized in medical research, with the ultimate goal
of improving preventive strategies, diagnostic tools, and therapies (4,5,12,13). Enormous effort
in both academia and industry has been expended in genetic studies of complex human diseases
over the last decade. Concomitant technical developments in molecular genetics and in the use
of polymorphism directly derived from DNA sequence have occurred, and extensive catalogs
of DNA sequence variants across the human genome have been constructed (14–16) (see the
Appendix, p. 247). The completion of the human genome project and the application of high-
throughput technologies for polymorphism detection to the investigation of complex disease
genetics has created unprecedented opportunities for understanding the pathogenic basis of
common human diseases (1,16).

This chapter provides a technical review of the platforms currently available for genotyping
single-nucleotide polymorphisms (SNPs) and summarizes the current and potential future
applications of SNPs to our understanding of the pathophysiology of complex human diseases.
Although the genomics revolution and the generation of high-density SNP maps has also greatly
benefited investigations of Mendelian diseases, we restrict our discussion here to common com-
plex human conditions such as obesity and cardiovascular disease that are determined by mul-
tiple genetic and environmental factors; such diseases constitute the principal health burden in
the developed nations (1,4,5,17).

2. Genetic Polymorphism
Genetic polymorphism arises from mutation. The simplest class of polymorphism derives

from a single-base mutation that substitutes one nucleotide for another, termed a “single-nucle-
otide polymorphism” or SNP (pronounced “snip”) (18). SNPs are recognized through a variety
of techniques that exploit the known DNA sequence variant (18). Previous nomenclature was
based on the method used to detect a particular SNP (e.g., SNPs detected via the identification
of restriction enzyme sites were called “restriction fragment length polymorphisms” [RFLPs])
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(19). In addition to RFLPs, other types of SNP are detectable using an increasingly wide range
of genotyping techniques (see Subheading 3.1.), or by direct sequencing (18).

The frequency of SNPs across the human genome is higher than for any other type of poly-
morphism (20). Precise estimates of SNP frequency are difficult to determine and often vary
across different populations and genomic regions. On average, the genome of any two humans
will differ from one another by around 0.1% of nucleotide sites (i.e., 1 SNP for every 1 kilobase
[kb] (20,21). SNPs can be found in coding or regulatory regions of a gene and, thus, can di-
rectly affect gene function or expression. Most SNPs are likely to arise from a single historical
mutational event, as the mutation rate is relatively low (around 10–8 per site per generation) com-
pared to the most recent common ancestor of any two humans (around 104 generations) (22).

Because of their potential biological importance, the common SNPs in the human genome
increasingly have been the subject of large-scale cataloging projects funded by both govern-
ment and industry groups (14,15,23). It has been estimated that there are likely to be around 10
million common (�1% frequency) SNPs in the human genome and that these common SNPs
account for around 90% of human genetic variation (15,24). Worldwide public efforts have so
far identified over 7 million SNPs, over 3 million of which are validated (www.ncbi.nlm.nih.
gov/SNP/index.html). Many remaining SNPs are likely to be discovered in the near future
through increased efforts by industry and academic research groups, aided by improvements in
sequencing technology and capacity and the increased availability of high-efficiency mutation
scanning techniques. Although these enterprises are constructing large SNP databases that
are constantly updated and growing rapidly (see the Appendix), this process is not yet com-
plete (15,24). The information contained in these databases is far from infallible and, as yet,
there have been few systematic reviews of the accuracy of these data—an indeterminate pro-
portion of which will be the result of sequencing errors (14,15). Limitations related to cost and
the current incomplete status of SNP databases has meant that the association analysis of SNPs
in complex disease genetics has, so far, generally been limited to polymorphisms within bio-
logically plausible candidate loci. Many investigators interested in a specific genes or path-
ways have independently sought to identify sequence variants by primary resequencing (24,25).

In the context of medical research, SNPs are finding widespread use in fine mapping of
genetic disorders, in the delineation of genetic influences in multifactorial diseases such as
breast cancer, cardiovascular disease, and asthma, in haplotype mapping, and as genetic mark-
ers to predict responses to drugs and adverse drug reactions (17). These applications will in-
volve SNP analyses on an unprecedented scale (26). Thus, there are dual imperatives to develop
advanced technologies to detect SNPs for research and clinical applications and to concomi-
tantly improve statistical approaches and study designs to enable the effective incorporation of
SNP data into epidemiology and clinical medicine. To that end, considerable efforts are now
under way by industry and research communities to establish cost-effective, high-throughput,
and accurate SNP typing technologies and improved statistical methodologies (26).

3. SNP Discovery and Genotyping
The last decade has seen a dramatic increase in molecular genetic technologies that can

potentially be used to understand the biological basis of complex human diseases. The current
focus is on SNP discovery leading to the creation of SNP catalogs and on improving technolo-
gies for high-throughput and sensitive SNP genotyping (26). However, genotyping technolo-
gies are changing very rapidly, and it remains unclear as to the optimal genotyping platform
and strategy to adopt. The key features of a useful genotyping assay include the ability to
interrogate a unique genomic locus, accurate allele discrimination, the capacity for scaling
assays to high-throughput (with high completion rates), the use of minimal amounts of DNA,
low cost, and ease of implementing quality control measures.

The following subsections summarize, in broad terms, some of the current and emerging
techniques for SNP genotyping. Most of the techniques described are polymerase chain reac-
tion (PCR) based. Although such assays constitute the bulk of SNP detection technologies,
there are SNP assays that are not PCR based, the Invader® (or flap probe cleavage) assay being
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a notable example. For the latter, and for greater technical detail on many of the techniques
described, the reader is directed to numerous recent reviews (26–31). Although not addressed
in this chapter, we note that DNA pooling is a new technique with considerable potential to
both enhance rational SNP choice and to reduce genotyping cost for large-scale association
studies (32,33).

3.1. SNP Detection Chemistries (Fig. 1)

3.1.1. Enzyme Digestion

Restriction enzyme digestion of PCR-amplified DNA followed by electrophoresis and
ethidium bromide staining has been used extensively for SNP genotyping. Distinction of alle-
les is based on the selectivity of restriction endonucleases for short and specific DNA sequences,
which are often disrupted by a SNP (see Fig. 1). Even when a SNP does not result in the
creation or abolition of a restriction site, it is often possible to introduce artificial restriction
sites by using mutagenic PCR primers (34). However, in the context of high-throughput
genotyping, restriction enzyme analysis has several limitations. The processes, gel electrophore-
sis in particular, are not readily automated; some restriction enzymes are very expensive, and if
a SNP does not affect a restriction site, it is not always possible to introduce an artificial restric-
tion site; optimal incubation conditions for restriction enzymes can vary substantially, and if
many SNPs are being examined, storage of a large catalog of enzymes is required. Neverthe-
less, the method is very simple and requires very little in terms of instrumentation and remains
in use in many laboratories conducting SNP typing on a small scale. The use of 96-well gels,
such as the MADGE system (35) or Invitrogen’s E-gels (www.invitrogen.com) can be helpful
in scaling up to higher throughput.

3.1.2. Allele-Specific Amplification

Allele-specific amplification, also known as the amplification refractory mutation system
(ARMS), is also a commonly used method for SNP detection (36) (see Chapter 14). In this
approach, the presence or absence of an amplification product is the basis for SNP typing. The
method is based on the observation that under carefully controlled conditions, extension of
PCR primers, and therefore PCR amplification, only occurs if nucleotides near the 3' end of the
PCR primer are exactly complementary to the primer-binding site on the target sequence (see
Fig. 1). In general, one of the pairs of PCR primers is positioned such that its 3' nucleotide sits
over the polymorphic SNP site. In early embodiments, the result was determined by gel electro-
phoresis and ethidium bromide staining, an approach that was very amenable for low-cost,
small-scale applications and is still in use today. A very simple but useful variation of the
technique, termed mutagenically separated PCR (MS-PCR), uses two ARMS primers of differ-
ent lengths for each SNP site in a PCR mix, one for each allele of a biallelic SNP, resulting in
amplicons of different lengths for the two alleles (37). Subsequent gel electrophoresis shows at
least one of the two allelic products, therefore excluding the possibility of false-negative results
resulting from nonamplification. This approach has been adapted for very high throughput by
Qiagen Genomics Inc. (www.qiagen.com). Their Masscode™ system, now available through
Bioserve Biotechnologies Ltd. (www.bioserve.com), uses small molecular-weight tags, or mass
tags that are covalently attached through a photo-cleavable linker to the ARMS primer, with
each ARMS primer labeled with a tag of different molecular weight (38). Currently, there are
some 48 different tags that can be used to simultaneously multiplex 24 SNPs (two tags per
SNP) in a single PCR. For any one SNP, genotyping is based on comparison of the relative
abundance of the two relevant mass tags by mass spectrometry. It is important to note that in
this assay, accuracy is still based solely on differential amplification, which must be carefully
optimized for each polymorphic site to be tested.

A more robust approach for allele-specific amplification is to use the oligonucleotide liga-
tion assay (OLA) (see Chapter 22). The method is based on the principle that the ligation, or
joining, of two adjacent oligonucleotides hybridized to a target DNA template by DNA ligases
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is very sensitive to mismatches at the ligation site. In OLA, a region spanning the SNP is first
amplified by PCR. An aliquot of the amplicon is then added to a mix containing a thermostable
DNA ligase and three oligonucleotides. Two of the oligonucleotides are allele-specific oligo-
nucleotides (ASOs) and have their 3' nucleotides complementary to one or other of the two
nucleotides defining a biallelic SNP, whereas the third binds immediately downstream to the
ASOs. The mixture is taken through several cycles of denaturation, annealing, and ligation in a
thermocycler, resulting in linear accumulation of ligated products. Numerous approaches can
be used for the detection of the ligated products. For example, the ASOs can be differentially
labeled with fluorescent or hapten labels and ligated products detected by fluorimetry or colo-

Fig. 1. Schematic diagram of several SNP typing technologies for G�A substitution. PPi,
pyrophosphate; ARMS, amplification refractory mutation system. Additional configurations
for single-base extension and ARMS are described in the text.
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rimetric enzyme-linked immunosorbent assay (ELISA), respectively (39,40). For electrophore-
sis-based systems, use of mobility modifier tags or variation in probe lengths coupled with
fluorescence detection enables the multiplex analysis of several SNPs in a single tube (41,42).
When used on arrays, ASOs can be spotted at specific locations or addresses on a chip, PCR-
amplified DNA added and ligation to labeled oligonucleotides at specific addresses on the
array measured (43).

Whereas most of the above techniques involve PCR amplification and then DNA ligation,
this is reversed in the multiplex ligation-dependent probe amplification assay (MLPA). For any
particular SNP using this approach, the two ASO probes and the third common probe are hy-
bridized to genomic DNA, and after allele-specific ligation by DNA ligase, the joined probes
are PCR amplified. SNP alleles can be differentiated by varying the length of the two ASOs and
fragment size analysis on a capillary sequencer. Likewise, multiplexing can be achieved by
varying the lengths of the ASOs for different SNP loci and, finally, tagging of the 5' tails of the
ligation oligonucleotides with common PCR primer binding sites enables use of a single set of
PCR primers for amplification of all ligated products. Using this principle, it is possible to
multiplex amplification of numerous loci, and in the original report, 40 loci were amplified
simultaneously (44). Applied Biosystems SNPlex™ assay (www.appliedbiosystems.com),
which also uses multiplex amplification of ligated probes and analysis on a capillary sequencer,
is a variation on this general approach.

The concept of amplifying hybridized probes has also been applied to microbead arrays
using fluorescent detection. Illumina’s GoldenGate assay (www.illumina.com) uses allele-spe-
cific primer extension, similar to ARMS primers, for probe synthesis and subsequent amplifi-
cation of the synthesized probes for all SNP loci probes with common PCR primers. Three PCR
primers are used; one is common and two are labeled with different fluorescent dyes and bind
to sequence tags on one or other of the allele-specific primers used for probe synthesis. The
concept of multiplex probe amplification based on the use of common PCR primer site tags is
somewhat similar to MLPA and the SNPlex assay, but probe synthesis is by allele extension
and the microbead array format affords a much higher order of multiplexing, greater than 1000-
fold, corresponding to in excess of 100,000 genotypes per array matrix.

3.1.3. Single-Base Extension

Single-base extension or minisequencing (see Chapter 9) involves the annealing of an oligo-
nucleotide primer to the single strand of a PCR amplicon, with the 3' end of the primer binding
one base short of the SNP site (see Fig. 1). DNA polymerase then catalyzes extension of the
primer in the presence of chain-terminating dideoxynucleotides. The dideoxynucleotide incor-
porated is complementary to the base at the SNP site. Accuracy comes from the specificity of
dideoxynucleotide incorporation by DNA polymerase. This general approach has numerous
advantages. The specificity of dideoxynucleotide incorporation by DNA polymerase makes the
method specific and robust; incorporation of a single dideoxynucelotide can be monitored rela-
tively easily using a number of chemistries and platforms suitable for small-scale or high-
throughput genotyping and the binary nature of the results makes data analyses for many of the
numerous embodiments very simple. The different chemistries and platforms include the fol-
lowing: use of hapten-labeled dideoxynucleotides, followed by colorimetric detection using
enzyme-labeled antibodies and chromogenic substrates (Orchid’s 96-Well colorimetric SNP-
IT™ assay; www.orchid.com); differential labeling of the four ddNTPs and fluorescent detec-
tion of the incorporated ddNTPs using solid-phase capture on bead arrays, such as color-coded
microbeads (Luminex; www.luminex.com); two-dimensional microarrays such as Orchid’s
SNPstream UHT system and as described by Fan et al. (45), or by electrophoresis on a sequenc-
ing gel (46), fluorescence polarization (see Subheading 3.1.6.); and mass spectrometry. The
latter does not require labeling of ddNTPs; because of the intrinsic difference in molecular
weight of the four dideoxynucleotides, genotypes can be assigned on the basis of the mass of
the extended primer, most commonly using matrix-assisted laser desorption/ionization time-of
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flight mass spectrometry (MALDI-TOF) (47). Analysis by MALDI-TOF is very rapid and
forms the basis for Sequenom’s Mass Array technology (www.sequenom.com) (see Fig. 2).
Multiplexing is possible on many of these platforms. For example, by using sequencing prim-
ers of different lengths, it is possible to interrogate multiple SNPs with the dideoxynucleotides
simultaneously by MALDI-TOF or capillary electrophoresis, enabling high-throughput
genotyping and efficient use of genomic DNA. Even higher orders of multiplexing are achiev-
able on two-dimensional microarrays or bead arrays (e.g., Affymetrix; www.affymetrix.com).

Fig. 2. Genotyping using mass spectrometry on a Sequenom system. SNP alleles are interro-
gated by mass spectrometry time-of-flight (MALDI-TOF). Polymorphism is tagged by nucle-
otide mass.
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3.1.4. Allele-Specific Oligonucleotide Hybridization Probes

Single-nucleotide polymorphisms can be typed by hybridization of ASOs. Two oligonucle-
otides, one complementary to each of the two variants of a biallelic SNP, are hybridized to
PCR-amplified DNA spanning the mutation site. The basic requirement is that binding of ASO
hybridization probes is highly specific. Several configurations are possible. In its simplest and
earliest embodiments, PCR products were immobilized onto a solid surface and hybridization
of radiolabeled ASO probes measured. Alternatively, one can immobilize the allele-specific
oligonucleotides onto a solid surface and measure binding of PCR products containing a quan-
tifiable label (e.g., biotin or fluorescent labels). The use of microarrays comprised of hundreds
of ASOs immobilized onto solid surfaces to form an array of ASOs is a common approach for
large-scale genotyping of SNPs and large-scale mutation screening (e.g., Affymetrix GeneChip
Mapping 10K Array), an approach that is highly amenable to automation and high throughput.
However, it can often be difficult to unequivocally distinguish between homozygous and het-
erozygous genotypes on the basis of differential hybridization to ASOs. Hybridization and
washing conditions need to be strictly controlled and specific for any particular SNP/ASO
combination. This presents a problem for standardization of conditions, particularly when de-
veloping methods for hundreds if not many tens of thousands of SNP assays in a microarray
format. For that reason, microarrays often use a panel of ASOs for each SNP, and genotyping
results are on the basis of assessing the results from all probes using sophisticated algorithms.
However, even when using a high density or a highly redundant set of ASOs, correct assign-
ment of genotypes can be far from satisfactory, with reported error rates as high as 30% (48).

3.1.5. Homogeneous Methods

Most of the chemistries described above require postamplification processing, such as PCR
probe hybridization, washing steps, or probe extension reactions, depending on the exact chem-
istry. As a result, they also require a high degree of automation and require liquid-handling
systems to achieve high throughput. In homogeneous or closed-tube assays, however, genomic
DNA and all of the reagents required for amplification and genotyping or SNP typing are added
simultaneously. Measurement of amplification and SNP typing is usually based on fluores-
cence measurements and can be achieved without the need for any postamplification additions,
separations, or processing. This has some important benefits. The time taken for analysis is
greatly reduced; the absence of any post-PCR processing minimizes the risk of contamination
of work areas with amplified products, and there is a decreased requirement for automation and
wet areas in the laboratory. An example of this approach is the 5' fluorogenic nuclease or
TaqMan® assay (49) (www.appliedbiosystems.com). This assay uses two dual-labeled ASO
hybridization probes, one for each allele. Both are labeled with a common quencher dye but a
different fluorescent reporter dye. They have identical sequences except for a single base corre-
sponding to the SNP site. Genotyping is determined by measurement of the signal intensity of
the two allele-specific reporter dyes after PCR amplification (see Fig. 3). The assay is usually
carried out in a 96-well formats, but availability of a 384-well version of Applied Biosystems’
AB7900HT real-time thermocycler with a capacity of 100,000 SNP typings per day enables
very high throughput. The specificity of the approach is based on differential hybridization of
the two probes to their corresponding target sequences. As with all systems based on hybridiza-
tion, it can sometimes be difficult to achieve very specific binding of probes to one or other
allele. Applied Biosystems has developed assays for over 120,000 SNPs in the human genome.
A design and manufacture service is also available for any additional SNPs required
(www.appliedbiosystems.com).

There are several alternative homogeneous PCR- and hybridization-based techniques, in-
cluding, among others, molecular beacons (50,51), scorpion probes (52,53), and melting-curve
analysis of hybridization probes. The last of these techniques has become a commonly used
approach, particularly for the genotyping of clinically important mutations, including the Fac-
tor V and the hemochromatosis C282Y mutations (54) (see Fig. 4A). Typically, the approach
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involves the inclusion of PCR primers as well as two oligonucleotide probes, one of which is an
ASO that binds across the SNP site and the other is an anchor probe that binds to an adjacent
site. The adjacent 3' and 5' ends of the two probes are labeled with fluorescent dyes; one dye,
the donor fluorophore (dye A), can be directly excited by a light source, and the other, an
acceptor dye (dye B), fluoresces in response to fluorescent resonance energy transfer (FRET)
from the donor fluorophore. Dye B only fluoresces when the two probes are hybridized to
adjacent positions. Once PCR amplification is complete, heating of the sample through the
melting temperature of the ASO yields a fluorescence–temperature curve. A single-nucleotide
change causes the probe to dissociate or melt at a lower temperature than if the ASO is com-
pletely complementary. For melting-curve analysis, the readout, a melting curve, is graphical.
This makes the approach less amenable to automatic SNP scoring than many of the other tech-
nologies described, which have a binary readout. OLA (see Subheading 3.1.2.) can also be
performed in a homogenous system by use of FRET probes (55).

3.1.6. Fluorescent Polarization

When fluorescent molecules are excited by plane-polarized light, the fluorescent light emit-
ted is also polarized. The extent of fluorescence polarization (FP), the degree to which the
emitted light remains polarized in a particular plane, is proportional to the speed at which the
molecules rotate and tumble in solution, which, under constant pressure, temperature, and vis-
cosity, is directly proportional to the molecular weight. Hence, when a small fluorescent mol-
ecule is incorporated into a larger molecule, there is an increase in FP (see Fig. 5). A high
signal can only be achieved when the concentration of unreacted fluorescent labels is low,
which can be effected by ensuring these are almost totally consumed or removed. The tech-
nique can be applied to a number of the chemistries already described. The FP template-
directed dye-terminator incorporation assay (FP-TDI), for example, is a minisequencing
method (55). Following PCR amplification, unincorporated primers and nucleotides are degraded
enzymatically, the enzymes heat inactivated, and a minisequencing reaction using DNA poly-
merase and fluorescent-labeled dideoxynucleotides performed. FP is measured as the ratio of
fluorescence in the vertical and horizontal planes, typically using black 96- or 384-well plates
on an FP reader, such as the Perkin-Elmer Victor, the Tecan Ultra, or Molecular Devices’
Analyst™. This general principle forms the basis of Perkin-Elmer’s AcycloPrime™-FP SNP
Detection Kit (www.perkinelmer.com). The 5' nuclease assay described previously, where an
oligonucleotide probe is digested to a lower-molecular-weight species, is also amenable to FP
(56), but with the added benefit of not requiring a quencher.

3.1.7. Pyrosequencing

Pyrosequencing™ is a homogeneous rapid-sequencing technique particularly suitable for
sequencing short segments of PCR-amplified DNA. Unlike traditional sequencing, it does not
require any electrophoresis. It is based on the generation of pyrophosphate (PPi) whenever a
deoxynucleotide is incorporated during extension of the sequencing primer, as either dGTP,
dCTP, cTTP, and a dATP analogs are added in a predetermined order, one at a time (Fig. 1).
The generation of pyrophosphate is coupled to a luciferase-catalyzed reaction resulting in light
emission if the particular dNTP added is incorporated, yielding a quantitative and distinctive
pyrogram (see Fig. 3) (www.pyrosequencing.com). Results are automatically assigned by pat-
tern recognition. Pyrosequencing is particularly suitable for SNP analysis; sequencing usually
occurs over an 8-bp region. The approach has several advantages. The setup costs for any one
SNP is very low, the quality of the results is high with very clear distinction between geno-
types, the approach does not require a high level of technical expertise, and the quantitative
nature of the signals produced makes it suitable for gene-dosage studies, including estimation
of gene frequencies on pooled DNA. Some of these features make pyrosequencing highly ame-
nable for numerous clinical applications. Its major disadvantage is the cost of the reagents and
a limited capacity for multiplexing.
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3.2. Choice of Genotyping Platforms

The choice of genotyping platform requires numerous considerations, including scale, cost,
compatibility with other instruments in the laboratory, requirements for liquid-handling sys-
tems, technical support from manufacturers, the technical expertise available on site, through-
put, and whether SNP genotyping will be in the context of diagnostic or research applications.
Currently, unless the required throughput is very high (e.g., numbering in the hundreds of thou-
sands per day), the use of homogeneous chemistries coupled with fluorescent plate readers
have much to recommend them. They have some clear advantages: they dispense with the need
for any post-PCR processing, thus analysis time is greatly reduced; and the risk of contamina-
tion of work areas with PCR products is minimized, because they are not technically demand-
ing, and there are minimal requirements for robotics or liquid-handling systems. Throughput
on some platforms can be reasonably high (e.g., approx 100,000 per day for Applied
Biosystems’ 7900HT). Homogeneous methods are particularly useful where rapid analysis
might be required (e.g., in diagnosis). This aspect will be particularly important in pharmaco-
genetics (i.e., to determine a patients pharmacogenetic profile prior to prescription of drugs).
However, the requirement for fluorescent-labeled probes can result in high initial setup costs,
probe design can be problematic, and it is not always possible to clearly distinguish genotypes.
In this context, availability of a probe design and manufacture service or use of validated as-
says is useful. Finally, on the basis of current technology, homogeneous assays have less scope
for multiplexing, and as the number of samples requiring analysis and the size of SNP panels
increases, reagent costs could become prohibitive. Analysis by MALDI-TOF analysis, a popu-
lar choice for high-throughput SNP typing, requires a larger investment in capital expenditure
and technical expertise, but has a lower reagent cost and is more amenable to multiplexing.
There are numerous steps following amplification and a greater requirement for liquid-han-
dling systems, but recent developments, such as the GOOD assay, have done much to both
simplify the process and reduce the cost (57,58). As in pyrosequencing, the signal output by
MALDI-TOF is quantitative and includes data such as relative allele abundance, which makes
it highly amenable for estimating allele frequencies for SNPs on pooled DNA samples, which
is important to validate SNP frequencies and prioritize SNP assays. However, as the number of
SNPs being examined expands further, higher orders of multiplexing than are currently pos-
sible by MALDI-TOF will be required to make more efficient used of genomic DNA and to
reduce the cost of reagents, including PCR primers and enzymes, and disposables. Very high
orders of multiplexing are currently only possible with high-density arrays, either in two-di-
mensional or microbead format.

Finally, we note that it is increasingly the case that SNP genotyping is being “industrial-
ized,” with genotyping services being provided to individual research groups by very high-
throughput, cost-effective, and centralized genotyping core facilities provided by academic
institutions, national governments, or industry (e.g., www.sanger.ac.uk/; www.genomequebec.
com/index_e.asp).

4. Applications of SNP to Complex Human Diseases
4.1. Genetic Linkage and Association Studies of Complex Disease

Two types of study have been widely employed to attempt to identify the genetic determi-
nants of complex diseases: positional cloning and candidate gene association studies. Posi-
tional cloning begins with the identification of a chromosomal region that is transmitted within
families along with the disease phenotype of interest. This phenomenon is described as genetic
linkage. Positional cloning has been extremely useful in the identification of genes responsible
for diseases with simple Mendelian inheritance (17), such as cystic fibrosis (59). The applica-
tion of linkage analysis to complex disorders without obvious Mendelian inheritance has been
much less successful to date (60,61).

The growing recognition of the limitations of linkage analysis in complex human diseases
has seen a shift in emphasis away from linkage analysis and microsatellite markers toward SNP
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genotyping and different analytical strategies based on association and haplotype analysis
(8,9,23,60,62). Association analyses are now recognized as essential for localizing susceptibil-
ity loci, and they are intrinsically more powerful than linkage analyses in detecting weak
genetic effects (8,63,64). A small but increasing number of genes associated with complex
diseases have been discovered by association-based linkage disequilibrium (LD) mapping
(22,64).

Association studies rely on the detection of polymorphisms in candidate genes or regions
and the demonstration that particular alleles are associated with one or more phenotypic traits.
However, analyses of specific alleles suggesting a statistical association between an allele and
a phenotypic trait will be the result of one of three situations (65). First, the finding could be the
result of chance or artifact (e.g., confounding or selection bias). Second, the allele can be in LD
with an allele at another locus that directly affects the expression of the phenotype. Third, the
allele itself can be functional and directly affect the expression of the phenotype.

Importantly, most SNPs are not likely to alter gene structure or function in any way and,
therefore, might not be directly associated with any change in phenotype (66). Thus, it is
important to ascertain whether the DNA sequence variant under consideration is potentially
functional (i.e., could lead to the observed biology) or is a marker in LD with another DNA
sequence variant that is the actual cause of the phenotype of interest. Because functional data
are rarely available for a given SNP, tests of genetic association using SNPs are generally based
on LD. LD arises in a population from the coinheritance of alleles at loci that are in close
physical proximity on an individual chromosome (i.e., a haplotype). Many factors can influ-
ence LD, including genetic drift, population growth, admixture, population structure, natural
selection, variable recombination and mutation rates, and gene conversion (67,68). A project
currently underway to describe the disequilibrium patterns across the human genome in at least
some ethnic groups will shed important new light on the ultimate utility of SNPs for the dis-
equilibrium mapping of disease genes (22) (see Subheading 4.4.3.).

4.2. SNP Analysis and Complex Human Disease

There are a number of important potential advantages to using SNPs to investigate the genetic
determinants of complex human diseases compared to other types of genetic polymorphism
(8,69,70). First, SNPs are plentiful throughout the human genome, being found in exons,
introns, promotors, enhancers, and intergenic regions, allowing them to be used as markers
in dense positional cloning investigations using both randomly distributed markers and mark-
ers clustered within genes (71,72). Furthermore, the abundance of SNPs makes it likely that
alleles at some of these polymorphisms are themselves functional. Second, groups of adjacent
SNPs can exhibit patterns of LD and haplotypic diversity that could be used to enhance gene
mapping (73) and can highlight recombination “hot spots” (74). Third, interpopulation differ-
ences in SNP frequencies can be used in population-based genetic studies (75,76). Finally,
there is good evidence that SNPs are less mutable than other types of polymorphism (77,78).
The resultant greater stability can allow more consistent estimates of LD and gene–phenotype
associations.

There are five primary areas of potential application for SNP technologies in improving our
understanding of complex disease pathophysiology: gene discovery and mapping; association-
based candidate polymorphism testing; pharmacogenetics, diagnostics, and risk profiling; pre-
diction of response to nonpharmacological environmental stimuli; and homogeneity testing
and epidemiological study design (9). Although only a few of these areas are currently areas of
active research, it is likely that each of these areas will become increasingly relevant to many
complex human diseases. We discuss two of these areas in more detail below.

4.2.1. Candidate Gene Polymorphism Testing

Single-nucleotide polymorphisms for use in genetic applications and research are derived
both from public and proprietary SNP databases (see the Appendix, p. 247) and from tar-
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geted SNP discovery by mutation detection (79) or primary resequencing in candidate genes
or regions (24,80).

Over 1200 genes in the human genome have been shown to be causally associated with
Mendelian diseases (17), and SNPs in a number of these genes are routinely tested for clinical
purposes. The HFE C282Y (hemochromatosis), apo E4 (Alzheimer’s), Factor V Leiden (throm-
bophilia), and common CFTR (cystic fibrosis) SNPs are a few of many examples
(www.ncbi.nlm.nih.gov/entrez/query.fcgi?db=OMIM). Although the numbers are much
smaller, there is also an increasing number of genes that have been definitively associated with
common diseases such as type 1 diabetes (81), asthma (82), and inflammatory bowel disease
(83,84). As more and more genetic factors of relevance to complex disease and pharmaco-
therapy are identified, very large panels of SNPs are likely to be employed routinely in clinical
applications (4,5,12,13).

The number of biologically plausible candidate genes that might be involved in the determi-
nation of any complex human traits is generally very large. There is now an extensive and grow-
ing list of candidate genes investigated for association with complex traits. Obesity provides an
instructive example; there has been an enormous amount of work directed toward understanding
the genetics of this condition (85). As of October 2003, 272 studies have reported positive asso-
ciations with 90 candidate genes; 15 of these candidate genes have been supported by at least
five positive studies. One problem for investigations of common complex diseases is that the
number of biologically plausible candidate genes will often number in the hundreds (or even
thousands) for any given pathogenic pathway (86).

4.2.2. Pharmacogenetics

An expanding area of interest in the application of SNPs to investigations of disease patho-
physiology is the stratification of populations by their genetically determined response to thera-
peutic drugs (“pharmacogenetics”). Ideally, we would be able to stratify a population into
responders, nonresponders, and those with adverse side effects (87). The ultimate goal of such
a stratification is to improve the efficacy of drug-based interventions and to expedite targeted
drug discovery and development. Pharmacogenetic initiatives are currently an area of very
active research in many complex human diseases (13,88,89).

An excellent example of the increasing integration of pharmacogenetic information into
clinical practice comes from western Australia, where the screening of human leukocyte anti-
gen (HLA) polymorphisms in newly incident human immunodeficiency virus (HIV) cases has
been used to virtually eliminate a hypersensitivity reaction to a commonly used retroviral
therapy (90). Applications such as this one could mark the beginning of the clinical use of
genotyping at an individual level as an adjunct to pharmacotherapy for HIV and many other
disorders.

4.3. Disease Association Studies: Methodological and Study Design Issues

Limitations in SNP association analyses of complex human diseases arise from technical
issues in genotyping (see Subheading 3.) and from the now well-described general limitations
of our understanding of LD (68) and of investigating gene–phenotype associations involving
multiple interacting genetic and environmental factors (61,70,91). The growing focus on SNP
genotyping has made it clear that concomitant statistical advances in the LD mapping of com-
plex traits will also be required (61,92–94). The SNP genotyping effort has caused a broad re-
examination of mapping methodologies and study designs in complex human disease (10,61
,67,95,96). The testing of large numbers of SNPs for association with one or more traits raises
important statistical issues regarding the appropriate false-positive rate of the tests and the
level of statistical significance to be adopted given the multiple testing involved (8,64,96). The
required methodological development in genetic statistics is nontrivial given the complexity of
common human diseases. The fundamental issue of how to deal with the sheer volume of data
being produced has only just begun to be addressed, and it is clear that methodological devel-
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opment in biostatistics is lagging behind the technical capacity to generate SNP genotypes
(97,98). The optimal strategies for the detection and application of SNPs to our understanding
of the genetic epidemiology of common diseases thus remain unclear.

A number of recent articles have addressed the features of a “good” genetic association
study (61,64,65,99,100). The increasing focus on study design has resulted from the growing
realization that genetic association studies of complex phenotypes have tended to either fail to
discover susceptibility loci or have failed to replicate across studies (91,100–103). Potential
reasons for the nonreplication of true positive association results include interinvestigator and
interpopulation heterogeneity in study design, analytic method, phenotype definition, genetic
structure, environmental exposures, and markers typed. It is increasingly clear that large sample
sizes, rigorous p-value thresholds, and replication in multiple independent datasets are all nec-
essary for reliable results in genetic association studies of complex human diseases (4,64,91
,99,103). In general, lack of ability to define modest genetic associations and to replicate results
have often involved poor study design and execution, in particular a lack of appreciation for the
sample sizes required to detect modest genetic effects and overinterpretation of marginal re-
sults (10). For most complex human diseases, the reality of multiple disease-predisposing genes
of modest individual effect, gene–gene interactions, gene–environment interactions, interpopu-
lation heterogeneity of both genetic and environmental determinants of disease, and the con-
comitant low statistical power mean that both initial detection and replication will likely be
very difficult (61,94,96).

There are several important statistical issues related to the disequilibrium mapping of com-
plex disease genes (94,104). These include multiple testing and statistical power, the poten-
tially biasing effects of population stratification, and choice of analytic strategy in the
measurement of LD and the imputation of haplotypes.

4.3.1. Statistical Power and Multiple Testing

Growing experience with complex disease genetics has made clear the need to restrict types
I and II error in genetic studies (8,61,105); most complex human phenotypes are likely to be
heterogeneous and to involve multiple genes of small individual effect. Power for studies of
allelic association will depend on sample size, effect size of the susceptibility locus, strength of
LD with a marker, and frequencies of susceptibility and marker alleles (64). Figure 6 shows
some simple estimations of required sample sizes of cases needed to detect a true odds ratio
(OR) of 1.5 with 80% power and type I error probability (α) of either 0.05 or 0.005. Even for
the “best-case scenario,” a common SNP acting in a dominant fashion, a relatively large sample
size of more than 800 subjects is required at an α of 0.05 (see Fig. 6).

Multiple testing issues are likely to be an issue in many genetic association studies of candi-
date loci where either multiple SNPs in one gene or multiple SNPs in several loci are tested, or
both (106), suggesting that an α of 0.005 is probably more realistic than an α of 0.05. Using the
more realistic α of 0.005 or assuming an uncommon SNP that acts in a recessive fashion leads
to the need for very large (in some cases logistically improbable) sample sizes. Finally, Fig. 6
assumes an effect size (OR=1.5) that, in the context of a common, multifactorial disease such
as asthma or diabetes, can be quite large. Assuming a smaller effect might be more realistic for
many genes and would lead to concomitantly higher required sample sizes. Simulation studies
have also suggested that genes of small effect are not likely to be detectable by association
studies in sample sizes of less than 500 (93).

Although these power calculations are simple and make a number of conservative assump-
tions, they clearly demonstrate that the sample sizes used in many of the small case-control
association studies of complex phenotypes conducted to date will have had insufficient power
to detect even quite a large effect of a SNP. This suggests that genetic association studies have
generally been underpowered to date (4,10,86,94,96), that larger-scale studies than those cur-
rently being performed by many groups will be needed in future, and that very large cohort
studies are needed for genetic epidemiological investigations of common diseases (11,107).
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The testing of large numbers of SNPs for association with one or more traits raises important
statistical issues regarding the appropriate false-positive rate of the tests and the level of statis-
tical significance to be adopted given the multiple testing involved (96). Post hoc corrections
tend to be too conservative, especially as many [such as a simple Bonferoni correction (108)]
do not take proper account of the nonindependence of SNPs in LD with each other. Although
sophisticated statistical techniques are available to attempt to correct for multiple comparisons
(109), replication of genetic association findings in multiple independent population samples
has become the gold standard for complex disease genetics (8,65,110).

4.3.2. Population Stratification

Genetic heterogeneity is a major issue complicating gene discovery in complex diseases
(111–114). Heterogeneity testing can be used to test explicitly for population stratification in
association analyses (115), and to assess the potential generalizability of SNP–phenotype asso-
ciations. In addition to variation in allele frequencies, there is also a high degree of variation in
LD strength between populations of different origins (114,116) and also between different ge-
nomic regions (117,118).

For association studies of many complex diseases, case-control designs have become the
approach of choice. Case-control association analyses are now recognized as well suited for
localizing susceptibility loci (65), and they are intrinsically more powerful and efficient than
family-based linkage and association analyses in detecting weak genetic effects (63,96,119).
Furthermore, nested case-control studies can take advantage of large cohort studies such as the
Busselton Health Study (120), in which extensive longitudinal data are available on a large,
population-based sample of subjects.

However, the single largest criticism of genetic case-control studies to date has been poten-
tially undetected population stratification: Spurious association can arise in a case-control study
when allelic frequencies vary across subpopulations (e.g. subjects from different ethnic groups)
(121). Such population stratification can result from recent admixture or from poorly matched
cases and controls. Genotyping of random panels of SNPs can be used to partition study popu-
lations into genetically homogeneous groups, and there are now promising methods for assess-
ing and, if necessary, correcting for population stratification (122–128). Furthermore, there is
growing empirical and theoretical evidence suggesting that well-designed, well-conducted, and
appropriately analyzed and interpreted population-based studies with unrelated controls are
robust to bias from population stratification (119). It is becoming apparent that the potential for
bias related to cryptic population substructure in population-based studies has been greatly
exaggerated in the literature.

4.3.3. Haplotyping

Haplotypes are linear arrangements of closely linked alleles on individual chromosomes,
which are usually inherited as a unit. With sufficient LD, haplotypes can be used in association
studies to map common alleles that might influence the susceptibility to common diseases, as
well as for reconstructing genomic evolution (129). In complex diseases, where multiple vari-
ant loci can contribute to disease susceptibility, haplotypes are potentially important because
different combinations of particular syntenic alleles in the same gene can act as a “meta-allele”
and have different effects on the protein product and on transcriptional regulation. In addition,
haplotypes can offer advantages in terms of statistical power to detect a true association with a
given sample size compared with analyses based on single SNP or combinations of SNPs
(17,98,130). Haplotypes are useful both for the mapping of susceptibility loci and the evalua-
tion of sequence variation at multiple sites along a chromosome (see Subheading 4.4.4.).

In nearly all large population-based SNP association studies, genotypic data are phase-un-
known, so haplotypes for double heterozygotes are unknown and must be imputed (131). There
has been substantial progress over the past few years in the development and implementation of
appropriate statistical methods, and the imputation of haplotypes from genotypic data in large
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population-based samples or in family data is surprisingly efficient (131,132). Probably the
most widely utilized approach to estimate haplotype frequencies in unphased genotypic data
has been the expectation maximization (EM) algorithm, as implemented in software such as
ARLEQUIN (133). New maximum-likelihood methods have recently been developed to enable
the testing of statistical association between haplotypes and a wide variety of traits, including
binary, ordinal, and quantitative traits. These methods, based on score tests, also allow adjust-
ment for nongenetic covariates (134). Haplotype imputation algorithms based on Markov chain
Monte Carlo methods have also recently been developed. Useful implementations include the
software programs HAPLOTYPER (135) and PHASE (136).

General problems for haplotype analysis that have not yet been fully resolved include meth-
ods for dealing appropriately with missing data—results from sequencing or genotyping any
given SNP are rarely 100% complete—and a general issue with multiple comparisons and hap-
lotype choice. The latter problem can be ameliorated by the growing utilization of phylogenetic
approaches derived from population genetics in human gene discovery investigations (137).

4.4. Future Directions

We discuss in the following subsections some future directions for SNP-based association
studies. This is a small sample of the many possible future uses for SNP-based technologies.
For instance, we do not discuss here the vast and largely untapped potential of comparative
genomics to inform us both as to the regulatory sequences that control the activity of human
genes and as to the evolutionary forces that have shaped the human genome (97,138,139).

4.4.1. Diagnostics and Risk Profiling

Following identification of a SNP or SNP-based haplotype that is closely associated with a
disease or associated trait, it might be possible to use this information to develop diagnostic
tests. The ability to determine risk of disease prior to the onset of symptoms would be poten-
tially of great benefit in many conditions. As for all diagnostic genetic tests, the utility and
ultimate success of diagnostic testing for disease susceptibility using SNPs in a particular popu-
lation would depend on the extent and nature of disease heterogeneity, the frequency of the
high-risk allele and the concomitant attributable risk, the penetrance of a specific allele, and the
ability to define a useful risk model including other genetic factors, important environmental
risk factors, and interactions between the SNP and factors such as age and gender (9,140). In
addition, there are both technical problems with routine genetic testing, largely related to false
negatives, and important ethical and psychosocial concerns that remain unresolved (140–142).

Understanding how etiological factors act at a population level will a critical step for the
clinical utilization of new genomic knowledge and tools to improve health outcomes (4,143,
144). Ultimately, genetic knowledge will only become useful in the clinical arena if placed
back into an epidemiological and public health context (5–7,12,145). It is, therefore, clear that
very large, longitudinal, well-characterized, population-based studies originally established for
epidemiological purposes, such as the Nurses Health Study (146) and the Busselton Health
Study (120), will be critical to the future implementation of diagnostic SNP-based tests for
complex phenotypes in general populations (100).

4.4.2. Gene-Environment Interaction

The environment has largely been ignored in genetic investigations of complex human dis-
eases, despite a growing consensus that gene–environment interactions are likely to play a
critical role in many human diseases (6,7,11,147). In addition to pharmacogenetic applications,
the identification of groups of individuals likely to be affected by other environmental expo-
sures because of their genetic susceptibility might also be beneficial to our future understand-
ing and treatment of many diseases (148). Examples of potentially important environmental
factors that might interact with underlying genetic susceptibilities include cigaret smoke expo-
sure, exposure to common pollutants and infections, housing and lifestyle factors, in utero
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factors acting during pregnancy, and diet (7). Prediction of response to environmental factors
in individuals genetically predisposed to disease is potentially of major public health and eco-
nomic significance (6,7,11). The incorporation of SNP-based genetic data into public health
policy and practice could, therefore, become an increasingly important factor in preventive
medicine. The ongoing integration of genetics with mainstream epidemiology will be the criti-
cal enabling factor for the future of public health genetics.

“Epigenetic” effects on gene expression arise during development through mechanisms such
as DNA methylation or histone modifications that do not involve DNA mutations (149–153).
Epigenetic regulation is one of the fundamental mechanisms by which the human genome inte-
grates environmental and intrinsic influences. In addition to the study of gene–environment
interaction, epigenetic epidemiology is likely to be an area of great future importance to our
understanding of the pathogenesis and treatment of many complex diseases.

4.4.3. The HapMap Project

Linkage disequilibrium mapping relies on gene–phenotype associations at the level of popu-
lation (152), and requires a dense map of markers (96). LD mapping can also be enhanced
using haplotype analysis; although haplotype analysis in practice has proven difficult (153), it
is likely to be more powerful than focusing on a single SNP locus.

A number of studies have now shown that the human genome can be parsed into “haplotype
blocks” of limited or no recombination separated by smaller (typically < 1 kb) regions in which
recombination tends to occur (154–156). Haplotype blocks are regions in which there is a rela-
tively high and consistent LD between SNPs. Block size is highly variable across the human
genome and can range from < 1 kb to > 100 kb in length, depending on the genomic region and
ethnic background of the sample (154,157). They can represent a fundamental unit of human
heredity, being transmitted unchanged (apart from relatively rare mutational and recombina-
tional events) from generation to generation. The human genome is characterized by limited
haplotypic diversity (156).

Defining and genotyping a relatively small number of “haplotype-tagging” SNPs within a
haplotype block can allow unambiguous determination of the specific haplotypes that each
individual posseses, and “captures” all or most of the LD within that block (98,156,158–163).
By this means, SNP–phenotype association studies can be performed relatively efficiently in
contrast to identifying and genotyping all sites of variation within a block (158). Given a set of
haplotypes, the minimal set of SNPs needed to unambiguously assign a haplotype to an indi-
vidual (“haplotype-tagging SNPs”) can be determined using various statistical approaches
(98,159–164). For European samples, the use of haplotype-tagging SNPs generally identifies a
subset of SNPs that should be genotyped that is between a tenth and a third of the size of the
entire set of SNPs (25).

The international HapMap project (165) aims to enable the use of haplotype blocks in the
human genome for gene mapping by determining the common patterns of DNA sequence varia-
tion in the human genome and making these data publicly available (22). The international
HapMap consortium is developing a map of these patterns across the genome by determining
the genotypes of 1 million or more sequence variants, their frequencies, and the degree of asso-
ciation between them in DNA samples from populations with ancestry from parts of Africa,
Asia, and Europe. If successful, the HapMap will facilitate the discovery of SNPs that affect
common disease and the utilization of SNPs in diagnostic and therapeutic applications (22).

Extensive resequencing and large-scale SNP genotyping of entire human chromosomes and
large genomic regions has, however, raised some doubts as to the feasibility and ultimate utility
of the HapMap project. The definitions and underlying causes of a “block” have been contro-
versial (98,100,166,167); block definition appears to be somewhat arbitrary and will greatly
depend on the context of the specific application, the genomic region being investigated, the
scale (i.e., marker density) at which a genomic region is typed, and the demographic history of
the population under study (98,167–169). Although the public databases are reasonably com-
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plete for European populations, this does not yet appear to be true for other ethnic groups (24).
The ultimate utility of the HapMap project for our understanding of the genetic epidemiology
of complex diseases has yet to be determined (98,100,167,170).

4.4.4. Whole-Genome SNP Association

The growing density of SNP maps together with the identification of genes associated with
the human genome project (171) has made genomewide association analyses technically fea-
sible for many conditions (172). However, testing all of the common SNPs for association is
currently impractical. There are two strategies for reducing the potential number of SNPs that
need to be typed in any given gene or region or in the whole genome without loss of power
(72)—one based on the use of haplotype-tagging SNPs across the genome (map based) and one
based on the genotyping of all potentially functional SNPs across the genome (sequence based)
(17,173). However, trade-offs in power to detect modest genetic effects through association
rather than linkage (96,174) are likely to be offset by the need for very large sample sizes and a
substantial statistical penalty necessary to correct for multiple comparisons. Further limitations
arise from the cost of typing the very large number of markers (suggested to be at least 300,000
and up to 1 million tagged SNPs in a general outbred population) required for a genomewide
association analysis (154,156,174,175), and the uncertain properties of LD between alleles of
tightly linked SNPs across the genome and between different ethnic groups (98,100,114,176,
177). The latter issue leads to uncertainty regarding optimal SNP marker choice for a
genomewide scan, particularly with regard to the detection of uncommon susceptibility loci
and when investigating non-European populations (24,98). The feasibility of whole-genome
association scans will critically depend on knowledge of the haplotype structure of the human
genome (156,157) (see Subheading 4.4.3.). In addition, the optimal statistical approaches to
analyze a whole-genome scan for association with complex phenotypes remain unclear (96,98,
178,179).

Although SNP mapping poses multiple and serious problems if used in genomewide strate-
gies, these problems might become more tractable if the HapMap project fulfilss its stated
goals (22,24 ,98) (see Subheading 4.4.3.). Alternatively, it can become apparent that primary
resequencing of candidate genes and regions of interest by individual research groups will
continue to be the approach of choice (25).

5. Conclusions
There are numerous chemistries and platforms available for SNP genotyping and the choice

of platforms requires many considerations. Speed and simplicity of analysis, even in high-
throughput settings, often has to be weighed against lower reagent costs. Genotyping accuracy
is important for all applications, but is absolutely critical in clinical or diagnostic settings.
Several manufacturers offer genomewide SNP panels, particular in microarray format; these
are currently the most efficient approaches in terms of cost per SNP, but they do not cover all
SNPs nor suit all needs. It is clear that no one platform can yet meet these many varied require-
ments. It is, therefore, not uncommon for a single group to use a number of different chemis-
tries and platforms. Nevertheless, although many challenges remain, it is clear that the
chemistries and platforms currently available make far more efficient use of limited funds and,
arguably, an even more precious resource, genomic DNA from many thousands of subjects,
than previously possible. The pace of current developments in SNP genotyping technology
with regard to throughput and sensitivity gives cause for further optimism that substantially
greater efficiencies will be possible in the very near future.

The technology for detecting SNPs has thus undergone rapid development, extensive cata-
logs of SNPs across the genome have been constructed, and SNPs have been increasingly used
as a means for investigating the genetic etiology of complex human diseases. The potential
areas of application for SNP technology in improving our understanding of disease pathophysi-
ology include the following: gene discovery and mapping; association-based candidate poly-
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morphism testing; pharmacogenetics; diagnostics and risk profiling; prediction of response to
nonpharmacological environmental stimuli; homogeneity testing and epidemiological study
design. It is likely that all of these areas will become increasingly important in investigations of
the genetic susceptibility to common, complex human diseases. However, there are technical,
statistical, ethical, and psychosocial issues that remain unresolved in the use of SNP technol-
ogy to investigate these aspects of the pathophysiology of complex human diseases. The com-
plexity of local haplotype structure in the human genome and the extent of LD remain poorly
defined.

Genetic approaches to complex diseases offer great potential to improve our understanding
of common disease pathophysiology, but they also offer significant challenges. Despite much
progress in defining the genetic basis of many diseases in the last decade, accompanied by rapid
technical progress in SNP genotyping technologies, further methodological and applied research
is required. However, a large number of groups are currently active in addressing methodologi-
cal problems in SNP genotyping and statistical genetic, and our growing understanding of the
architecture of the human genome—aided by projects such as HapMap—will likely accelerate
our understanding of the pathophysiology of many conditions. The understanding of disease
pathophysiology can then enter into the realm of clinical and population genetics.
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Appendix: Selected Web Sites

SNP databases

•  dbSNP Polymorphism Repository [http://www.ncbi.nlm.nih.gov/SNP/]
•  Cancer Genome Anatomy project [ http://cgap.nci.nih.gov/]
•  Génome Québec [http://www.genomequebec.com/index_e.asp]
• The Golden Path [http://genome.ucsc.edu]
• The Human Genome Variation Society [http://www.genomic.unimelb.edu.au/mdi/]
• Human SNP Database [http://www-genome.wi.mit.edu/SNP/human/index.html]
• The International HapMap Project [http://www.hapmap.org/]
• LocusLink [http://www.ncbi.nih.gov/LocusLink/]
• NHLBI Programs for Genomic Applications Resources [http://pga.lbl.gov/PGA/

PGA_inventory.html]
• OMIM™—Online Mendelian Inheritance in Man™ [http://www.ncbi.nlm.nih.gov/entrez/

query.fcgi?db=OMIM]
• SNP Consortium [http://snp.cshl.org/].
• SNP View [http://snp.gnf.org/].
• The Sanger Centre [http://www.sanger.ac.uk/].
• The Whitehead Institute [http://www.wi.mit.edu/home.html].

Software

• An extensive list of genetic analysis software [http://linkage.rockefeller.edu/soft/list.html].
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cDNA Microarrays

Phillip G. Febbo

1. Background and Theory of cDNA Microarrays
1.1. Overview

Clinicians and scientists are limited in their ability to understand human disease and cellular
biology by the technologies available to measure the state of the organism or cell. For millen-
nia, scientists have studied human biology and disease based on anatomical observations; for
centuries, decisions have been based on microscopic observations, and over the past several
decades, decisions have been based on the status of specific genes associated with disease. In
the mid-1990s, cDNA microarray technology emerged that simultaneously measured the
expression of thousands of genes (1–5). These expression microarrays have rapidly evolved to
cover most of the 34,000 genes in the human genome (6) and now offer clinicians and scientists
an unprecedented level of detail through which they can observe human disease and cellular
biology.

The central position of gene expression in cellular homeostasis makes it a provocative win-
dow through which to view cellular biology (7). From the genetic and epigenetic events that
cause disease come profound changes in the cell biology that are reflected in the global pattern
of gene expression (8). These changes can then be analyzed to identify specific target genes of
particular interest (9) or to implicate cellular processes with mechanistic import (10).

Scientists and clinicians have seized on the new modality of cDNA microarrays to assay and
observe cellular biology. Investigators began applying microarrays to single-cell organisms
and have advanced up the phylogenetic tree. They began with very simple experimental designs
in simple model systems and have progressed to large, multifaceted experiments in complex
models. As the technology has developed, so too have the methods by which to analyze and
interpret data of increasing complexity generated by microarrays.

1.2. RNA Expression

RNA stands between DNA and protein in the central dogma of life proposed by Francis
Crick (11). Although the majority of messenger RNA species have no direct role in cellular
metabolism, the relative abundance of each gene’s transcript can reflect the identity and state of
each cell. Thus, accurately measuring the pattern of expression across all genes [herein referred
to as the “transcriptome” (12)] is a potential mechanism by which to assay cellular biology.

Messenger RNA (mRNA) comprises approx 1% of total cellular RNA but is the template for
protein translation and the major focus of expression analysis. The posttranscriptional addition
of a poly-A tail (3' polyadenylation) to the majority of mature mRNA species is used opportu-
nistically to process samples for microarrays, thereby enabling a broad representation of the
transcriptome. The product resulting from mRNA processing for microarrays (henceforth
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referred to as target) depends on the microarray platform with the two most common forms
being single-stranded complementary DNA (cDNA) following reverse transcription of mRNA
and antisense RNA (aRNA) resulting from in vitro transcription of a double-stranded cDNA
template.

Two key features of target synthesis are critical to the successful microarray analysis. First,
the resulting target must be in a form that can hybridize to its complementary sequence. In
general, the target is single stranded and not too heavily laden with large macromolecules so as
to interfere with complementary basepair binding. In addition, the final target is often frag-
mented to shorter lengths to minimize secondary structure that can significantly affect comple-
mentary binding. Second, the target must be detectable when bound to its complementary
sequence. Although this is achieved by incorporating radioactive isotopes or fluorescent-dye-
labeled nucleotides into the final synthesis of target, a balance must be struck between success-
ful detection and steric hindrance of complementary binding. However, through the judicious
use of radioactive labeling or methods of fluorescent signal amplification, successful labeling
of the target results in sensitivities in the attomolar range.

1.3. cDNA Microarrays

Once a labeled target is synthesized from mRNA, microarrays are used to detect the relative
abundance of each transcript. The platforms upon which DNA arrays have been made range
from the earliest having cDNA clones on Nylon filters to silicon wafers that use photolithogra-
phy to create oligonucleotides of known sequence. In general, microarray detection of a labeled
target differs from previous broad surveys of gene expression [e.g., SAGE (13)] and differen-
tial display (14) in that the curated platform of the microarray allows immediate identification
of genes differentially expressed whereas previous techniques required intensive cloning and
sequencing efforts.

The two major platforms currently in use for large-scale expression analysis are spotted
microarrays and synthesized microarrays. Spotted microarrays are created by adhering indi-
vidual species from curated cDNA libraries onto a glass slide. Each spotted microarray element
is a known cDNA assigned to a specific location on a two-dimentional surface. Synthesized
oligonucleotide microarrays use chemistry to create a grid of unique oligonucleotides (called
features) complementary to known genes (5).

Each platform has advantages and disadvantages, but all use the basic chemistry of sequence-
specific hybridization. After a labeled target is hybridized to the microarray, the amount of
radioactivity or fluorescence at each location on the microarray (signal) is determined. Because
the intensity of signal at any location is dependent on many variables, microarray determina-
tion of expression is relative not absolute. Although this is obvious with the dual-hybridization
approach applied to most spotted arrays, it is equally true for synthesized arrays. Thus, detec-
tion of a gene on a microarray is almost meaningless unless evaluated in the context of a well-
designed experiment or previously subjected to rigorous analysis to understand the correlation
between detected expression and absolute expression.

1.4. Microarray Data Analysis

With the high-density organization of spotted elements or features on microarrays, the
expression data representing the transcriptome is sizable and complex. Successful analysis of
data generated from microarrays involves (1) an assessment of microarray staining quality, (2)
normalization of expression across microarrays in an experiment to minimize technically intro-
duced variation, (3) exclusion of genes not detected as being expressed or without expression
variation, and (4) expression analysis. Here, expression analysis is defined as the application of
computational algorithms in order to find structure within complex expression patterns.

Although the computational approaches applied to expression analysis have ranged from the
very simple (e.g., fold difference in mean expression of genes between classes of samples) to
the very complex (e.g., support vector machines), there are two basic approaches to expression
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analysis: supervised and unsupervised analysis. During supervised analysis, sample identifiers
are used to assess the correlation between gene expression and sample characteristics. In unsu-
pervised analysis, no sample identification is provided during analysis.

The computational tools for microarray analysis have advanced along with the technology
to measure gene expression. The computational demands engendered by technologies assaying
a cell’s transcriptome required the assembly of collaborative investigative teams to success-
fully design, implement, and analyze data generated from expression arrays. These multidisci-
plinary teams create an exciting environment within which important discoveries are being
made and represent a paradigm for the future application of other genomic technologies.

2. Practical Steps Involved in cDNA Microarrays
As outlined above, cDNA microarray analysis involves study design, RNA isolation, target

synthesis, microarray hybridization and scanning, data processing, and data analysis. This sec-
tion discusses the practical steps of cDNA microarray analysis and highlights areas of particu-
lar importance to foster a strong conceptual foundation. The specifics of each step involved in
cDNA microarray analysis will evolve along with the continued advancement of technology
platforms. However, many of the challenges involved in effective study design, such as RNA
isolation, target synthesis, microarray development, microarray hybridization and scanning,
and analysis will remain consistent and these are discussed below.

2.1. Study Design

Although there are no hard and fast rules for the successful design of microarray studies,
some general guidelines should be kept in mind when planning an experiment. First,
microarrays include probes for tens of thousands of genes and, thus, create experiments where
there are significantly more variables (i.e., genes) than experimental samples. This challenges
standard methods of evaluation and interpretation and requires specific approaches during the
experimental design (15). Additionally, study design also has to anticipate the significant bio-
logic and technical variation inherent to most experimental systems and RNA processing. While
this topic has been reviewed in detail elsewhere (16), the important elements for study design
are discussed below.

In general, the number of samples required for expression analysis will be dependent on the
specific question being addressed and the experimental “system” being used (17). As the an-
ticipated difference in gene expression across an experiment increases, the number of samples
required decreases. Similarly, for well-controlled experimental systems where biological vari-
ability can be minimized, fewer samples are required than for experiments using primary clini-
cal samples. Other significant factors influencing study design are the specific array platform
to be used and the anticipated methods of analysis (17).

Although methods have been proposed for sample size calculation in classification models
(18,19), there is generally insufficient a priori knowledge upon which to base accurate sample
size estimates. Practically, it is often most helpful to review the literature to determine how
many samples were required to perform a successful microarray experiment in a similar system.

For in vitro cell-based experiments, triplicate samples for each experimental condition are
generally sufficient. Collection of samples over a time-course can significantly help identify
genes with small but reproducible expression changes in response to a stimulus but late time-
point untreated (or vehicle-treated) controls are necessary. The best experiments have internal
control genes that are followed in parallel on the same cells for which expression will be mea-
sured through a technique independent of microarrays.

For clinical samples, it is often impractical to perform duplicate or triplicate analysis on
each sample. In addition, the effects of tissue heterogeneity, differences in specimen handling,
and biological variability are likely to affect final expression patterns more than technically
introduced variation during target preparation, and resources are better spent obtaining addi-
tional unique samples than duplicating samples. All of the factors mentioned can obfuscate
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expression data in clinical samples and, in general, mandate larger sample sizes for experi-
ments using primary samples than those using cell-culture systems.

A critical part of the design of spotted arrays is choosing the appropriate control sample that
serves as a common reference for all of the test samples. There are alternative design schemes
for dual-hybridization techniques, but the use of a single standard reference is most common.
In general, an RNA sample pooled from many cell lines or samples is used to provide optimal
coverage of genes present on the array. Alternatively, it has been suggested that pooling a small
number samples with diverse expression could result in higher-quality expression data (20).

2.2. RNA Isolation

cDNA microarray analysis begins with RNA isolation. Currently, fresh cells or rapidly fro-
zen tissue are required for genomewide expression analysis. Great care must be taken to mini-
mize RNA degradation, as RNase activity is ubiquitous and introduces uninformative changes
in the measured transcriptome.

Many methods of RNA isolation are compatible with microarray analysis. The best methods
preserve mRNA transcript length, minimize DNA contamination, and result in relatively con-
centrated RNA in solution without excessive salt or protein contaminants. Prior to target syn-
thesis, if an investigator is relatively new to RNA isolation techniques, it is best to view the
RNA (approx 0.5 µg) after separation on a 1% denaturing agarose gel. Specifically, high-qual-
ity RNA samples should have clear and sharp 18S and 28S ribosomal RNA bands and a diffuse
smear representing the less abundant mRNA species of variable lengths. Diffuse ribosomal
bands or heavy smears close to the gel-loading wells can indicate RNA degradation or sample
contamination, respectively, and the RNA from these samples is likely to yield poor quality
expression data and should not be used. Although there are alternative means to assess RNA
quality, there is no gold standard and the simple method mentioned here is generally sufficient.

Standardizing the amount of input RNA across experiments is important regardless of the
microarray platform subsequently used. Additionally, more RNA is not always better. Exces-
sive starting RNA can saturate the target preparation reactions and negatively affect yield. The
amount of total RNA required depends on the specific protocol but ranges from as low as
approx 50 ng (21) to as much as 15 µg (22).

There is great interest in applying microarrays to paraffin-embedded tissue samples because
of the relative scarcity of frozen tissue compared to paraffin-embedded tissue. Formalin fixa-
tion of tissue prior to paraffin embedding, routinely used to process surgical specimens,
crosslinks and fragments RNA. As a result, RNA isolated from paraffin-embedded specimens
tends to be of very short length and would not pass the quality assessment discussed above.
Standard techniques for labeling RNA prior to microarray analysis are ineffective and resultant
expression data quality is poor. Novel approaches, including targeted multiplexed reverse tran-
scription–polymerase chain reaction (RT-PCR), redesign of microarrays to bias probes to the 3'
end of gene transcripts, and new enzymological approaches, will be tested rigorously over the
next few years. If these prove successful in generating high-quality expression data, they are
likely to rapidly replace existing techniques for tissue-based projects.

In the end, prior to starting target synthesis, the required amount of RNA should be in a
standardized volume of solution. Excessive vacuum concentration should be avoided and an
RNA pellet should never be allowed to fully air-dry. Although it might seem trivial, beginning
with high-quality, contaminant-free RNA is a critical step in microarray analysis and its impor-
tance cannot be overstated.

2.3. Target Synthesis

There are a myriad of specific protocols for target preparation. The specific protocol used
will depend on the amount of starting RNA and the microarray platform used. When relatively
unlimited RNA is available, a target for spotted arrays is created by directly incorporating
aminoallyl into the first cDNA strand synthesis from approx 2 µg of mRNA or approx 100 µg
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of total RNA (23). The fluorescent dyes (Cy3 or Cy5) are subsequently covalently bound to the
aminoallyl linkers to label the product. Oligo-dT or random hexamer primers are used to prime
cDNA synthesis and second- or third-generation reverse transcriptases are used to allow cDNA
synthesis at higher temperatures that minimize secondary RNA structure and maximize cDNA
length. The resulting product is processed and column purified to remove RNA and unbound
dye and concentrate the labeled cDNA product. A detailed description of this protocol can be
found at http://cmgm.stanford.edu/pbrown/protocols/index.html .

Synthesized arrays take advantage of in vitro transcription to amplify the RNA transcript
number and to create a labeled product of the correct complementation to the designed features
on the arrays. Briefly, single-stranded cDNA is synthesized from RNA using a oligo-dT primer
that also includes a T7 polymerase site. Double-stranded cDNA (dscDNA) is created using a
combination of RNase H to digest the RNA from the RNA/DNA duplex, DNA polymerase to
create the second strand, and DNA ligase to complete the phosphate backbone of the second
strand. The dscDNA can subsequently be used with T7 mediated in vitro transcription (IVT) to
create antisense RNA (aRNA). During IVT, biotin-labeled nucleotides (bio-UTP and bio-CTP)
are incorporated into the aRNA for eventual detection on the microarrays. Specifics for this
protocol can be found at http://www.affymetrix.com/support/technical/other/cdna_protocol_
manual.pdf .

When RNA is of very limited quantity, methods of RNA amplification can be applied to
obtain a sufficient target for expression analysis. Again, there are a number of methods com-
mercially available and more are in development. The most common method of RNA amplifi-
cation involves sequential rounds of dscDNA synthesis and IVT (24). For this protocol, the
first round of cDNA synthesis and IVT proceeds similar to that outlined above but biotin-
labeled nucleotides are not incorporated into the aRNA. Instead, the aRNA is used as a tem-
plate for an additional round of cDNA synthesis. Because of the antisense orientation of the
aRNA, random hexamers are used to prime first-strand cDNA synthesis, and the oligo-dT
primer with the T7 polymerase start site is used to create the dscDNA. This sequential method
significantly increases the target yield and makes it feasible to obtain expression data from only
50 ng of total RNA. There is some cost to amplification; the lengths of the amplified target
decrease with each round and the signal intensity diminishes. This cost has to be balanced with
the practicality of obtaining increased amounts of RNA for an experiment.

2.4. Microarray Design

2.4.1. Spotted Arrays
There are significant but surmountable technical challenges to the reproducible creation of

cDNA arrays because of sequence specific differences between the individual cDNAs, differ-
ences in the lengths of cDNA species, and the chemistry of fixing cDNA to surfaces. These
technical challenges necessitate a dual-hybridization approach (test sample and control sample)
in order to obtain reproducible expression data from cDNA arrays (see below).

Most recently, investigators have switched to spotting short oligonucleotides of similar
length onto glass slides. Spotted oligonucleotide arrays have greater specificity and sensitivity
(25) than the cDNA arrays but still require a dual-hybridization approach.

2.4.2. Synthesized Arrays

The quaternary genetic code allows for the development of small oligonucleotide probes
that are highly specific to genes of interest. Using complemenary sequence hybridization is at
the backbone of this technology. As such, the chemistry around minimizing secondary struc-
ture while maintaining strand integrity and minimizing mutational events is critical to cDNA
array technology. Additionally, incorporating sufficient controls so as to account for nonspe-
cific hybridization (“cross-hybridization”) is also critical for success.

Synthesized oligonucleotide microarrays (i.e., Affymetrix) do not require a dual-hybridiza-
tion approach but are only available commercially. In this process, chemical masking is com-
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bined with nucleic acid synthesis to create a grid of unique 25-mer oligonucleotides (5). The
chemical precision of the process (adapted from the synthetic process of microprocessors)
abrogates the need for the hybridization of a control and a test sample on each microarray.
However, as the detection of each gene is dependent on the success of the synthesized probes
and primary structure of the gene, expression should still be viewed as relative rather than
absolute. Although test and control samples are not required for the same array, understanding
the expression of any single gene will require that results from several samples to be compared.

2.5. Microarray Hybridization and Scanning

The labeled target is hybridized to either spotted or synthesized microarrays and scanned to
generate the expression data. Hybridization occurs at temperatures around 60°C in a buffer that
minimizes nonspecific binding of target to probe and maximizes signal intensity for true
hybridization. Hybridization buffer contains a combination of competing unlabeled DNA, salts,
and serum that minimizes secondary structure of nucleic acids and saturates sites likely to bind
nonspecifically with nucleic acids. After several hours of hybridization, the arrays are washed
with buffers of variable stringency to remove excess, unbound target.

A laser is used to excite and measure the emission of the fluorescent moieties incorporated
into the target to determine the amount of target bound to each microarray element. For spotted
arrays, two-color excitation and emission is measured, whereas with synthetic microarrays,
only a single emission is measured. The end result for both array platforms is a data file with
fluorescence intensity at each coordinate on the grid of the microarray. These fluorescence
intensities are subsequently used to calculate expression for each gene represented on the array.

2.6. Data Processing

The first step in data analysis is calculating gene expression from the emission intensity for
each element on the microarray. For spotted arrays, the intensity of the test sample dye is
divided by the intensity of the reference sample. A log2(ratio) value reflects the fold difference
in expression for the gene in the test sample compared to the reference sample. Because these
values can be dependent on fluorescence intensity, log2(ratio) are often normalized using a
locally weighted linear regression (lowess) (26).

For synthetic arrays, dual hybridization is not performed and gene expression is determined
by the difference in staining intensity between matched and mismatched probes. The matched
probes are perfectly complementary to the gene of interest, whereas the mismatched probe
differs by one nucleic acid in the 13th position. Staining intensity at the matched probe is used
to represent specific hybridization and staining at the mismatched probe is considered nonspe-
cific. Currently, the MAS5 software provided with Affymetrix microarrays determines gene
expression by performing a ranking statistic for the difference in hybridization between each of
the 11 pairs of matched and mismatched probe sets for each gene. Based on the values and
consistency between the 11 sets of probes, the software will assign a confidence call (Present,
Absent, Moderate) and a value. Alternative methods have been proposed to obtain expression
values from synthetic arrays (27), and this remains an active area of research.

Once expression values are assigned for each gene on the array, all of the arrays from the
experiment are brought together for analysis. Array-to-array differences in overall fluorescence
intensity are somewhat unavoidable during the staining, washing, and scanning of arrays.
Because of this, microarrays are often scaled together (also referred to as normalized) to mini-
mize the effect of this variation on subsequent analysis (reviewed in ref. 28). Most approaches
to array normalization assume that overall microarray intensity should be equal across an ex-
periment and use linear adjustments to make equal median or mean expression for each array in
an experiment. A few examples of alternative strategies to normalize microarray data include
intensity-based (26), nonlinear (29), and rank-invariant (30) normalization techniques.
Although this process might appear trivial, there can be profound effects on subsequent analy-
sis (31). Simple linear scaling can decrease true differential expression between samples if
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cells within an experiment differ significantly with respect to their global transcriptional activ-
ity. Scaling can also artificially accentuate variations in gene expression if an array of poor
quality and poor overall staining is included because of the high scaling factors required (32).
Thus, integral to the scaling together of microarrays in an experiment is quality assessment (33)
Again, there are multiple methods with which to assess the quality of each individual microarray
(30,34,35). The critical element of quality assessment is identifying microarrays (or regions of
microarrays) that are of poor quality and need to be excluded from subsequent analysis. The
specific approach and execution of quality assessment is dependent on platform and experi-
mental design.

2.7. Expression Analysis

Expression analysis applies computational methods to find informative structure within the
data generated from microarrays. One of Albert Einstein’s quotes anticipated the basic approach
of expression analysis: “Out of clutter, find Simplicity, from discord, find Harmony. In the
middle of difficulty lies opportunity.” However research in the field should keep another impor-
tant quote from Einstein in mind: “Make everything as simple as possible but no simpler.”
Although some experiments can be successfully analyzed with very simple analysis, the com-
plexity of the data generated by microarrays often mandate sophisticated analytic approaches.
Because of this, microarray technology has forged strong collaborations between biologists
and computational analysts and has helped foster a new field of computational biology.

As mentioned, there are two basic approaches to expression analysis, supervised and unsu-
pervised analysis. Each has its strengths and weaknesses and these will be discussed along with
specific examples.

2.7.1. Unsupervised Analysis

Unsupervised analysis imports no knowledge about the samples being analyzed other than
the expression data. This type of analysis is least biased and most likely to define structure in a
dataset that is novel and not based on a priori knowledge or assumptions about the question
being addressed. Examples of unsupervised analysis include hierarchical clustering (36) and
self-organized maps (37). Although the least biased, unsupervised methods of analysis are the
most susceptible to technical variation. Global differences between in vitro transcription batches
or differences in the cellular components comprising clinical samples can dominate the struc-
ture detected by unsupervised means. Thus, more subtle phenotypes are often lost during unsu-
pervised analysis because of competing expression structure.

Initially, most unsupervised analytic techniques lacked a measure against which to deter-
mine how different the actual results are compared to that expected by chance alone. One
approach to determining the significance of discovered clusters is to annotate each gene on the
microarray with characteristics (e.g., gene ontology [GO] information) and then determine the
likelihood of having a number of genes sharing the same GO terms within any specific
subcluster (38).

2.7.2. Supervised Analysis

Supervised analysis imports information associated with each sample that is used to analyze
microarray data. This analysis is less sensitive to technical artifact provided the samples were
processed together or in a randomized manner. However, these methods are also sensitive to
overfitting because of the large number of variables (genes). Basically, the sample information
is used to identify genes with correlating expression patterns. Many measures of correlation
have been applied, including fold change, t-tests, Z-tests, Pearson’s correlation coefficient, and
a variant of a signal-to-noise (S2N) metric (22), just to name a few. While most of these mea-
sures of correlation to test for statistical significance, alternative means of assessing signifi-
cance are generally required because of multiple hypothesis testing and the lack of independence
of gene expression between some genes on the microarray.
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Permutation testing is one means by which investigators have started to assess the signifi-
cance of associations between gene expression and sample characteristics. In this method, after
the degree of correlation between gene expression and the sample characteristic of interest is
established, sample identification is randomized. Such randomization breaks any true structure
between gene expression and the characteristic of choice. The same methods are then applied to
the data after randomized identifications and the degree of correlation between gene expression
and the same characteristic is again calculated. This process is repeated n times. The results are
then combined and the experimental data are compared to the aggregate results from n random
permutations. If the experimental correlation is stronger than that found with the randomized
data at a frequency of 0.05 (or another predetermined level of significance), then statistical
significance is inferred.

This is one example of a commonly used methodology; alternatives exist and there will be
continued evolution in the statistical methods used to assess the significance between gene
expression and sample characteristics to make discovery. Whereas the specifics are less impor-
tant, it is critical to understand that sophisticated methods are often required in order to prop-
erly account for the multiple-hypothesis testing problem. However, the best test of a finding
during supervised (or unsupervised) analysis is to determine if the same structure discovered in an
initial dataset is present in an independent dataset, this is called validation (see Subheading 2.8.).

Both unsupervised and supervised methods continue to be developed. There are very inter-
esting methods being applied to microarray data in order to identify gene copy number changes
(39), biological pathway activity (10,39), drug sensitivity (40), and many other applications.
Many recent computational approaches use the expression of sets of genes rather than single
genes in order to limit the effects of biological and technical variability and such approaches
seem to hold great promise (41). As computational approaches to microarray data continue to
evolve, it will be very interesting to see if this field continues to diversify into a practically
limitless number of options or into a relatively set number of accepted standards.

2.8. Validation

Once a complex genomic pattern is associated with disease behavior, validating the model
becomes of prime importance (42). If the goal of an experiment is to identify specific marker
genes associated with an experimental or clinical feature, validation confirms differential gene
expression independent of the microarray analysis. Although there is no “gold standard,” quan-
titative RT-PCR has been widely adopted as the most appropriate method to validate differen-
tial expression of a single gene. Alternatively, some investigators look at protein expression to
validate genes identified by microarrays. Although not directly confirming the microarray results,
finding changes in protein expression for a marker gene lends additional support to importance of
the identified gene.

If expression analysis develops a model from gene expression predicting phenotype or clini-
cal outcome, validation demands that a model, developed in a training set, be applied without
changes to an independent set of tumors (none of which were used during the training of the
model) and accurately reproduce the preliminary findings (43). Although this represents the
ideal, investigators often resort to alternative means of validation because of limited access to
clinical specimens and a desire to maximize the information obtained from those that are avail-
able (44).

Cross-validation, leave-one-out, and bootstrapping are different mechanisms to perform
resubstitution estimates of a model’s error rate and represent internal validation (45–47). Rou-
tinely used, these methods maximize disease sampling by allowing investigators to use all
available samples to train and test a model (47–51). While decreasing the risk of overfitting,
resubstitution approaches tend to underestimate the true error rate of a model (44) and further
validation on independent samples is required prior to clinical application.

Applying internally validated models on independent samples obtained from different
experiments, laboratories, or locations is a more stringent validation test. The application of
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genomic models across laboratories or clinics help determine if developed models remain
accurate despite differences in tissue collection, tissue processing, and data acquisition. In
addition, with many datasets becoming publicly available, investigators can often use these
datasets to determine if genes associated with a specific phenotype are similarly correlated in
an independent dataset.

2.9. Complementary Analysis

Expression analysis is one window through which to view the biology of cells. There is
intense investigation ongoing to combine the complex data from microarrays from that gener-
ated using other platforms. Data from methods to broadly assay the DNA alterations in an
individual (genomic) or in disease (somatic), including single-nucleotide polymorphism (52)
and comparative genomic hybridization microarrays (8), can complement RNA expression data
and result in novel discoveries. With the evolution and maturation of proteomics, certainly
combining serum- or tissue-based patterns of protein expression with RNA expression holds
promise. Finally, other rich sources of complex data such as the literature can be used to comple-
ment our analysis of microarray data (39). These analyses face significant challenges with
respect to gene annotation and statistical interpretation, but such combined approaches are
likely to typify the next wave of array-based discoveries.

In conclusion, from start to finish, expression analysis works to identify marker genes or
gene patterns correlating with cellular biology or disease characteristics. Like other methods,
microarray analysis requires scientific experimental design and rigorous execution. The com-
plexity of data generated often mandates sophisticated computational analysis previously out-
side the realm of the biological sciences. To handle the complexity of analysis and facilitate
reproducibility, standards of laboratory practice need to be established and some have already
been proposed, if not widely accepted (53). However, as with past technological advances, the
community of scientific investigators has risen to meet these challenges. As the challenges of
microarray analysis discussed above have been met, this powerful investigational tool has been
focused on addressing basic and clinical questions examples of which are discussed below.

3. Applications of cDNA Microarrays (Clinical/Medical)

Microarrays have contributed significantly to the genomics revolution over the past decade
and will continue to play an important role in our understanding of cellular biology. In some
settings, cDNA microarrays will be remain a tool for basic discovery; in others, microarrays will
be directly applied to patient care. At this point, it is easy to forecast a lasting role for microarrays
but impossible to accurately anticipate specific applications. Although a complete review of the
important literature demonstrating the use of cDNA microarrays in biomedical and clinical
research is not possible given space limitations, here we highlight recent examples of microarrays
applications within biomedical and clinical research and discuss future directions.

3.1. Biological Discovery

The ability to simultaneously measure tens of thousands of genes in cellular systems offers
an unbiased approach to improving our understanding of the basic biology underlying impor-
tant cellular functions or phenotypes. Expression analysis has improved our understanding of
the molecular mechanisms that are necessary and/or sufficient for specific, well-defined phe-
notypes. Early studies applied microarray analysis to describe the global transcriptional activ-
ity during replication in yeast (54), synchronized proliferation of fibroblasts (55), and controlled
hematopoietic differentiation (56) and identified sets of genes whose coordinate expression
were associated with basic cellular processes such as mitosis and differentiation. These and
many additional studies have demonstrated that systems with robust biology, profound domain
knowledge, and strong in vitro models can be interrogated and analyzed using cDNA
microarrays in order to make new discoveries.
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Although rigorous scientific methods are required to generate informative expression pat-
terns, microarray data are often viewed as hypothesis generating and significant work goes into
validating observations and definitively testing novel hypotheses with more standard labora-
tory methodologies (42). Functional validation of genes identified via microarray experiments
has become commonplace in laboratories and there are thousands of manuscripts reporting the
use of microarrays to identify candidate genes in a biological system.

Because of the rigor required to validate even simple associations, many unexpected yet
intriguing findings lack true validation. Often, the optimistic experimental goals of mapping all
of the important pathways associated with a complex cellular trait are reduced to the identifica-
tion and further exploration of one or a few genes not previously known to be involved with the
studied phenotype. Initial aspirations of using microarrays to comprehensively map the
molecular pathways underlying complex cellular phenotypes was not immediately realized and
continues to be a challenge (57).

As cDNA microarray technology and associated computational analysis continue to im-
prove, investigators have focused on more complex systems including multicellular organisms.
Developmental transcriptional maps of Caenorhabditis elegans (58,59), Drosophila
melanogaster (60–62), and Danio rerio (zebrafish) (63) have been derived using microarrays
in order to understand the temporal relationships of gene expression in organisms. Data from
organism-based studies have subsequently been combined to identify interspecies transcrip-
tional similarities. For example, Stuart et al. used data from 3182 microarrays to identify genes
with coordinate RNA expression conserved across species and successfully inferred gene func-
tion based on shared expression (64). In a similar approach, McCarroll et al. identified sets of
genes with expression commonly associated with aging in both worms and flies (65).

Gene expression patterns have also been interrogated to implicate drug mechanism. In a
seminal paper, Hughes et al. used microarrays to interrogate the expression patterns from 300
yeast experiments involving either gene mutation or chemical treatment (66). In this work, the
function of previously uncharacterized genes could be inferred from the expression similarity
between yeasts with these genes mutated and other yeast cultures harboring mutations in func-
tionally characterized genes and or exposed to chemicals affecting specific pathways (66). The
use of global gene expression as a phenotype with which to infer function for genes or chemi-
cals is an approach that holds great promise (67). In a recent example underscoring the poten-
tial of this approach, Stegmaier et al. used microarrays to identify a signature for
therapy-induced differentiation in human leukemia cells and then used the signature to identify
novel differentiation-causing agents from a screen of 1739 compounds (68).

3.2. Medical/Clinical Applications

Microarrays are now a frequent element of laboratory-based biomedical investigation. How-
ever, along with biomedical discovery, there is great hope that microarrays will improve medi-
cal care. Microarrays have been applied to clinical medicine in order to better understand the
underlying biology and physiology, to identify marker genes for specific disease behavior, and
to improve disease prognosis and treatment response prediction. Here, we will review some of
the early applications of microarrays to clinical disease. It is worth noting that the application
of microarrays to cancer currently dominates the literature because of the ability to obtain tu-
mor tissue for analysis. However, other fields of medicine are currently applying microarray
analysis to address fundamental biological, pathological, and clinical questions and a more
diverse literature will be forthcoming.

3.2.1. Diagnosis

cDNA arrays have been applied to primary human samples of complex phenotypes in order
to identify candidate marker genes for disease, to discover molecular classes of diseases, and to
molecularly describe clinical behavior. Early on, it became clear that tissue- and cancer-spe-
cific patterns of expression existed. In an early seminal article, Golub et al. found strong
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expression differences between the two major forms of leukemia, acute myeloblastic leukemia
(AML) and acute lymphoblastic leukemia (ALL), using microarrays (22). In that article, the
investigators could accurately predict the identity of an unknown sample (either AML and
ALL) based on gene expression alone. This work has been extended in ALL and distinct
expression patterns associated with the common chromosomal abnormalities underlying leuke-
mia have been identified (69). Thus, global expression patterns were found to underly both
histological and genetic distinctions in leukemia.

Large differences in global gene expression also exist between different types of solid
tumor and lymphoma. For solid tumors, gene expression can re-establish histological differ-
ences between solid tumors from different organs with an accuracy of approx 80% (70,71).
The genes found to best discriminate between tumor types were often tissue-specific rather
than tumor-specific and poorly differentiated tumors continue to be difficult to classify (71).

Gene expression can easily classify follicular lymphomas from diffuse large B-cell lym-
phomas (DLBCL) (72) and can further separate diffuse B-cell lymphomas into two classes
likely based on their origin within lymph nodes: germinal center B-like and activated B-like
DLBCL (73).

Investigators also applied microarrays to detect gene expression differences between normal
tissues and cancers derived from those tissues in order to identify novel markers for cancer
detection or diagnosis. Profound differences in gene expression have been found between nor-
mal and tumor tissue for breast, prostate, ovarian, lung, brain, gastric, esophageal, and most
other forms of cancer (47,74–75). In a specific example, two groups simultaneously used
microarrays to identified a gene over expressed in prostate tumors compared to normal tumors
called α-methylacyl coenzyme A racemase (AMACR) and validated their results using immu-
nohistochemistry (79,80). Some clinical pathologists now use AMACR to help diagnose cancer
in prostate biopsies, representing a successful evolution from microarray discovery to clinical
application.

Although other examples exist for microarray-derived diagnostic tissue-based tests, there
have been no novel serological tests yet introduced into the clinic based on a gene expression
experiment. For any gene, there are many biochemical and cellular processes between mRNA
expression in a cell and protein circulating in the blood. This has likely contributed to the
difficulty in translating microarray data to novel serological tests but work is ongoing and it is
likely that some candidates will be successfully translated to the clinic as blood-based diagnos-
tic tests.

Investigators have also used microarrays to detect gene expression changes associated with
the genetics of cancer. As mentioned above, gene expression changes have been found that
correlate with the major chromosomal abnormalities in ALL (69). Similarly, breast cancer
tumors harboring mutations in the BRCA1 and BRCA2 cancer predisposition genes also have
distinct gene expression signatures measured by microarrays (81).

In addition to recapitulating known histological or genetic traits of disease, microarrays
have identified previously unrecognized molecular subclasses for some solid tumors. Gene
expression not only separates the different major types of lung cancer (e.g., small cell vs adeno-
carcinoma) but can also subclassify the most common form of lung cancer, adenocarcinoma of
the lung (82,83). Specifically, gene expression analysis identified a subgroup within adenocar-
cinomas that expressed neuroendocrine marker genes and had worse survival compared to the
other groups (83). In a similar example, gene expression identified a new subgroup of tumors
(MLL) from within cases of leukemia with very similar morphology but remarkably different
clinical behavior (84).

There are also very good examples of investigators using microarrays to assess gene expres-
sion differences between normal and diseased tissues that do not focus on cancer. Investigators
have used microarrays to identify gene expression changes associated with heart failure (85),
diabetes (10), inflammatory diseases mellitus (86), diabetic nephropathy (87), multiple sclero-
sis (88,89), and many others. Most of these studies apply microarrays in order to better under-
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stand the biology underlying disease and to identify potential diagnostic markers of disease.
Often, a major challenge is determining the most appropriate “normal” tissue with which to
compare the diseased tissue. For example, whereas the robust immune response causes damage
to normal tissues in some inflammatory diseases, the gene expression changes caused by the
inflammation is likely to overwhelm expression changes because of the root cause of the dis-
ease. Similarly, the cellular archictecture of diseased tissues is often different than the corre-
sponding normal tissue (i.e., atherosclerotic plaques vs normal arterial intima) and expression
changes might be more related to the tissue composition than disease pathogenesis. In analyz-
ing this literature, it is very important to keep these points in mind.

Mootha et al. combined excellent design with novel computation in order to investigate the
metabolic implications of diabetes mellitus (10). These investigators processed skeletal muscle
biopsies from normal and diabetic patients for microarray analysis. On the first analysis, there
were little differences between the sets of muscle biopsies with respect to histology and super-
vised analysis of gene expression. Specifically, there were no individual genes with statisti-
cally significant expression differences between normal or diabetic muscle. However, when a
novel computational method was applied called gene set enrichment analysis (GSEA), there
was a significant decrease in the expression of genes involved in oxidative phosphorylation
which are also high at sites of glucose disposal.

Be it cancer or other human disease, microarray analysis can redefine diseases from clinical
and pathological collections of findings to molecular entities. Thus, differentiating disease
diagnosis based on organ site might start to hold less weight than common underlying biology.
The potential for this approach might be realized in anticipating disease outcome and choosing
therapy. Diagnosing cancers based on specific pathway activation rather than tissue of origin
might allow more effective prognosis and treatment than the diagnostic classifications used
currently. While provocative, such musing is preliminary and what has been demonstrated with
respect to disease prognosis and treatment choice using microarrays will be discussed below.

3.2.2. Prognosis

Diagnosis and prognosis often are related in medicine. However, whereas diagnosis focuses
on the current disease state, prognosis focuses on the future behavior of disease in the context
of the individual. Investigators have applied microarray analysis to assess if gene expression
patterns correlate with disease outcome and have met with some success.

Oncologists remain optimistic that by understanding the biology and genetics of an
individual’s tumor, they will be able to accurately predict outcome. Microarrays have identi-
fied gene expression patterns that are associated with disease progression and/or patient sur-
vival in breast cancer (90–93), prostate cancer (47,94), lymphoma (95,96), lung cancer (83),
and some brain tumors (50), among others. Outcome can be defined as recurrence following
definitive surgery, development of metastasis, or death from disease. Regardless, the prelimi-
nary success of the studies mentioned above suggests that gene expression changes within
localized tumors can anticipate recurrence, metastasis, and possibly death from disease.

Interestingly, although most studies focused on specific types of cancer, expression differ-
ences between local and metastatic tumors (of multiple cancer types) were also used to predict
outcome (97). In this report, Ramaswamy et al. applied a gene expression signature comprised
of genes differentially expressed between local and metastatic tumors to successfully predict
outcome in breast, prostate, and a type of brain tumor but not in lymphoma, again supporting the
idea that some local tumors are preprogrammed for recurrence or progression following local
therapy and that microarray analysis can measure this programming and anticipate outcome.

Breast cancer is the disease furthest along with respect to the clinical application of
microarrays. As touched upon above, two independent groups have found that microarray analy-
sis can predict the development of metastasis and survival in women initially diagnosed with
localized disease (90,92) and one group has validated their results in a larger cohort of women
with disease (93). Today, clinical trials are ongoing that test how these predictive models de-



cDNA Microarrays 267

rived from microarrays compare to standard risk stratification using clinical and pathological
features of breast cancer. Even without clinical trials demonstrating the usefulness of these
genomic tests, at least two companies are now offering microarray-based testing for women
diagnosed with localized breast cancer (http://www.genomichealth.com). These tests are
expensive and need to be compared to standard prognostic methods before they should be used
broadly, but they have the potential to significantly improve our ability to identify patients with
high- or low-risk disease so as to optimize management.

Noncancer diseases have been studied with respect to the ability of microarrays to antici-
pate the disease course, although this area of investigation remains less well developed. There
is some evidence that expression analysis can model the progression of heart failure (98,99),
Parkinson’s disease (100), kidney disease (101), and lung injury (102), among others, but
these studies largely involve laboratory models of disease and little has been directly tested
on human disease. That being said, strong expression patterns associated with a variety of
diseases are being identified and subsequently tested on specimens collected from patients in
clinical trials.

3.2.3. Treatment Choice

For a patient diagnosed with a disease, it is helpful for physicians to be able to anticipate the
severity and natural history of the disease. However, for patients found to have aggressive
disease by conventional or molecular means, it becomes critical for investigators to optimize
therapy. Microarrays, by assaying the underlying biology of disease processes, have the poten-
tial to anticipate response to specific therapies.

The best examples to date are also in oncology. As cancer chemotherapy is toxic and has
profound side effects, only those patients likely to respond would ideally be treated. Breast
cancer expression patterns were found to correlate with sensitivity to two different types of
chemotherapy: a taxane (103) and anthracyclines (104). The subclass of leukemia detected by
microarrays (MLL) was subsequently found to be sensitive to agents inhibiting one of the genes
(FLT3) detected as over expressed by microarrays (105).

In the future, it is possible that treatment choice will be determined by the molecular biology of
the disease as measured by microarrays and other genomic techniques rather than clinical or his-
topathological features. It is premature to feel confident that microarray-based tests will be used
to determine individualized treatment but the work performed so far supports this possibility.

4. Future Directions
As cDNA microarray technology and analysis continue to improve, it is important to under-

stand the critical steps that currently limit our ability to map complex cellular phenotypes using
expression analysis and apply microarrays clinically as biomedical assays. Initially, the num-
ber of genes analyzed was thought to be critical, with more genes denoting better microarrays.
However, current cDNA technologies are very close to comprehensively covering the approx
25,000–30,000 genes in the human genome and current technologies likely represent a suffi-
cient sampling of the human transcriptome. Also, the ability to measure thousands of genes
simultaneously initially outpaced our analytic tools. However, after recruiting scientists from
fields outside of biology, the development of tools for expression analysis is now in step with
microarray technology.

It is more likely that our inability to use microarrays for disease diagnosis, prognosis, and
treatment has more to do with sampling size, gene annotation, and the onerous work of func-
tional validation than with any single technical limitation. Microarray experiments remain
expensive and, as such, experimental designs have to be limited. Access to less expensive tech-
nologies and the ability to combine data from different microarray platforms will add signifi-
cantly to our ability to identify important mechanisms active in complex phenotypes.

However, even with great annotation and larger experiments, RNA expression alone might
not sufficiently assay a disease state to allow accurate disease prediction. For a comprehensive
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picture of disease, it is likely that multiple genomic technologies will have to be brought
together. It is clear that the developing proteomic technologies together with the DNA-based
arrays measuring allelic loss or gain will provide complementary information to expression
analysis. Data from disease tissues (i.e., tumors) as well has the host will be combined in the
future in order to obtain a full description of disease state.

Microarrays are now a fundamental part of basic biomedical laboratory practice. Early evi-
dence suggests they have a role in clinical medicine, and work over the next decade will test the
full potential of this novel technique to influence how we treat patients.
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Nucleic Acid Sequence-Based Amplification

Katherine Loens, D. Ursi, H. Goossens, and M. Ieven

1. Introduction
Nucleic acid sequence-based amplification (NASBA; bioMérieux, Boxtel, The Netherlands)

is a commercially available amplification procedure that uses RNA as the target. It makes use
of the simultaneous enzymatic activities of avian myeloblastosis virus reverse transcriptase
(AMV-RT), RNase H, and T7 RNA polymerase, under isothermal conditions. The constant
temperature maintained throughout the amplification reaction allows each step of the reaction
to proceed as soon as an amplification intermediate becomes available. Products of NASBA
are single stranded and, thus, can be applied to detection formats using probe hybridization
without any denaturation step.

A nucleic acid detection assay is generally composed of three components: nucleic acid
extraction, amplification, and detection. The quality of the result is highly dependent on the
efficiency and reproducibility of each of the components.

This chapter describes the various steps involved, comprising quantitative possibilities,
models for RNA and DNA NASBA, and the advantages and disadvantages of NASBA. Finally,
an overview of published NASBA applications is presented and a number of NASBA tests are
described in more detail.

2. Nucleic Acid Extraction
The NASBA procedure makes use of the Boom nucleic acid extraction procedure for isola-

tion of nucleic acids from clinical specimens (1). The method is based on the lysing and
nuclease-inactivating properties of guanidinium thiocyanate, a chaotropic agent, together with
the nucleic-acid-binding properties of silica particles. One hundred microliters of a clinical
sample is added to a lysis buffer, lysis of the material takes place, and the released nucleic acid
binds to silica particles, forming complexes that can be rapidly sedimented by centrifugation.
These complexes are then washed twice with guanidine thiocyanate containing washing buffer,
twice with 70% ethanol, and once with acetone. The complexes are dried, and nucleic acids
are subsequently eluted in water or in an aqueous low-salt buffer in the initial reaction vessel.
The isolation can either be performed manually or by an automated isolation system called the
“NucliSens Extractor” (bioMérieux) (2–4).

Pretreatment of clinical samples and modifications of the extraction procedure have also
been described: protease treatment (5), proteinase K and lysozyme treatment (6), mechanical
disruption (7), and the use of a lysis buffer with a lower pH (5).
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3. Nucleic Acid Amplification
3.1. RNA Amplification

Using an RNA template, a NASBA reaction comprises three enzymes, two specific primers,
nucleoside triphosphates, and appropriate buffer components. The three enzymes involved are
T7 RNA polymerase, avian myeloblastosis virus reverse transcriptase, and RNase H, each act-
ing continuously on its appropriate substrates. The reaction starts with hybridization of an oli-
gonucleotide primer that contains a T7 RNA polymerase-binding site to the target RNA.
Reverse transcriptase elongates the primer, creating a cDNA copy of the RNA template and
forming a RNA/cDNA hybrid. RNase H recognizes this hybrid as the substrate and hydrolyzes
the RNA portion of the hybrid, leaving single-stranded cDNA. A second oligonucleotide primer
anneals to the cDNA strand, again forming a substrate suitable for reverse transcriptase exten-
sion. This extension finally renders the promotor portion of the nucleic acid sequence double
stranded and transcriptionally active. Recognizing the now functional promotor, T7 RNA poly-
merase produces multiple copies of antisense RNA transcripts of the original target sequence.
Each new antisense RNA molecule can, in its turn, again be converted to a T7 promotor con-
taining double-stranded cDNA in a similar way, except that primer annealing and extension
occur in reverse order because the newly generated RNA template is opposite in orientation to
the original target. Again, many copies are generated from each RNA target that re-enters the
reaction resulting in exponential amplification (see Fig. 1). Amplification of approx 106 to 109-
fold is obtained within 90 min. An excellent overview of primer and probe design rules is given
by Deiman et al. (8) (see Tables 1 and 2).

3.2. DNA Amplification

Amplification of DNA by NASBA has also been described (9–11). Yates et al. (11) showed
that with modifications like primer design, sample extraction method, and template denatur-
ation, the NASBA technique can be made suitable for amplification of a DNA template result-

Fig. 1. Schematic representation of NASBA amplification. The straight arrow represents the
initiation phase and the circular arrow represents the cyclic phase. The activities of reverse
transcriptase, RNase H, T7 RNA polymerase, and the primer-binding activities are indicated.
The polarity of the T7 RNA polymerase product, amplified in the cyclic phase, is complemen-
tary to that of the target nucleic acid.
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ing in RNA amplicons: A primer pair was chosen to amplify a single-stranded region of the
hepatitis B virus (HBV) genome. Furthermore, the addition of α-casein to the lysis buffer
improved detection by HBV DNA real-time NASBA 10-fold. The NASBA reaction mixtures
were incubated at 95°C instead of the standard 65°C for 5 min for denaturation, followed by
incubation at 41°C for 5 min before adding the enzyme mixture. The assay has a detection
range of 103–109 HBV DNA copies/mL of plasma or serum, with good reproducibility and
precision.

3.3. DNA Amplification Under RNA NASBA Reaction Conditions

DNA can be used as a template in the absence of RNA in some RNA-based NASBA sys-
tems. However, the sensitivity decreases when using DNA as the only target when compared
with the corresponding RNA (12), indicating that the RNA will be amplified preferentially.
This is illustrated by a NASBA test designed to detect mRNA of the human cytomegalovirus
(13). The specificity for mRNA in the presence of viral DNA was shown in human cytomega-
lovirus (HCMV)-infected cells. The results show that NASBA is highly specific for RNA, and
only in the absence of target RNA or in case of an enormous excess of target DNA over RNA
(more than 1000-fold) can DNA be amplified by NASBA. Heim et al. (14) demonstrated that

Table 1
Primer Design Rules

The distance between the binding site of the forward primer (P1, complementary to the target
sequence) and that of the reverse primer (P2, identical to the target sequence) should
be about 80–200 nucleotides, resulting in amplicons with a length of 120–150 nucleotides.

If the target is obtained from different sources, a sequence alignment should be performed.
The primers should be directed against the conserved regions.

The P1 contains a 5' T7 promoter sequence consisting of 25 nucleotides:
5' AAT TCT AAT ACG ACT CAC TAT AGG G 3'.

A purine-rich region of 6–10 nucleotides directly downstream of the 5' promoter sequence
and upstream of the 3' hybridizing sequence of P1 could improve amplification.
If the 5' part of the hybridizing sequence is purine rich, an additional purine stretch
is not required.

Pyrimidine stretches in the first 10 nucleotides downstream of the T7 promoter sequence
should be avoided.

If the Basic Kit is used, a defined nonhybridizing sequence consisting of 20 nucleotides:
5' GAT GCA AGG TCG CATATG AG 3' can be added to the 5' end of P2 for generic
ECL detection.

The hybridizing parts of both primers should be 20–30 nucleotides.
The G/C content of the hybridizing part should be 40–60%.
The final nucleotide at the 3' end of the hybridizing sequence is preferably an A-residue.
A G/C-rich region at the 5' end of the hybridizing part and an A/T-rich region

at the 3' end of the hybridizing part is preferred.
Full-length primers should be used. Primers purified by polyacrylamide gel electrophoresis

or HPLC are recommended.
Tracks of four or more of the same nucleotides in the primer sequence should be avoided.
Both primer sequences should be screened for undesired matches with other nucleic acid

sequences by using a DNA/RNA sequence databank.
Both primer sequences should be checked for internal secondary structures by using

a DNA-folding program.
The secondary structure of the target sequence and amplicon sequence could be predicted

with an RNA-folding program. Heavily structured target and/or amplicon sequences
should be avoided.

Source: ref. 8.
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10 copies of mRNA for the intronless human interferon-β gene could be detected by NASBA,
whereas 100 ng of genomic DNA gave negative NASBA results. The results suggest that
amplification of DNA in NASBA systems originally designed to amplify RNA is only possible
for primers directed against regions in the DNA that are easily accessible (e.g., low-melting-
point areas or single-stranded regions) (8). In fact, NASBA can amplify single-stranded RNA
targets selectively in the presence of double-stranded DNA of identical sequence.

4. Amplicon Detection
Amplified products of a NASBA reaction can, in principle, be detected on ethidium bromide–

stained gels, but poor resolution of short RNA fragments often hampers interpretation of results.
However, because the product of a NASBA reaction is single-stranded RNA, it can be easily
detected by hybridization with sequence-specific probes. Different techniques can be applied:
enzyme-linked gel assay (5,15,16), electrochemiluminescence (17–22), Northern blot (23–25),
enzyme-linked immunosorbent assay (ELISA) (26), and real-time NASBA (11,27,28).

4.1. Enzyme-Linked Gel Assay
Because radioactive detection has major drawbacks, a nonradioactive hybridization method

for identification of NASBA products, enzyme-linked gel assay (ELGA), was used in the past.

Table 2
Probe Design Rules

The hybridizing sequence of the probe is identical to the target sequence and, thus,
complementary to the amplicon sequence.

The hybridizing sequence should be 20–25 nucleotides in length.
The G/C content should be 40–60%.
The hybridizing sequence should not overlap with the P1 or P2 binding site.
The melting temperature of the hybridizing sequence should be at least 7–10°C higher

than the NASBA annealing temperature (41°C).
Internal structures in the hybridizing sequence and dimerization or interactions with the primers

should be avoided.
ECL detection
Biotin is attached to the 5' end of the capture probe to immobilize it on streptavidin-coated

paramagnetic beads.
In the Basic Kit, the hybridizing sequence of the generic detection probe is identical

to the 5' tail of the P2.
Molecular beacons
Two complementary stem sequences should be added, one at each end of the hybridizing

sequence (loop).
A G-residue can act as a quencher. A C-residue is therefore recommended directly adjacent

to the fluorophore.
The stem region should be 6–7 basepairs (bp) in length, dependent on the length of the loop:

A 6-bp stem is recommended for a loop of 20 nucleotides and a 7-bp stem for a loop of 25
nucleotides.

The G/C content of the stem region should be 70–80%.
The melting temperature of a 6-bp stem should be approx 60–65°C; of a 7-bp stem, it should

be approx 65–70%.
A DNA-folding program could be used to predict the structure and melting temperature

of the beacon, although the latter should preferably be determined by means of a melting-curve
analysis.

Beacons with multiple structures predicted should be avoided.
A free energy (∆G) of –3 ± 0.5 kcal/mol is recommended.

Source: ref. 8.
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Horseradish peroxidase-conjugated oligonucleotide probes (HRP probes) allow for liquid
hybridization. Subsequent electrophoresis of the hybridization reaction discriminates between
a free HRP probe and a HRP probe that has specifically hybridized to the NASBA product
because the latter will migrate slower into the gel than the unbound probe. By soaking the gels
in the appropriate substrate solution, the hybridization reaction products can be visualized.

4.2. Electrochemiluminescence

This is accomplished in an electrochemiluminescence (ECL) reader, which employs a mag-
netic bead capture format. An oligonucleotide capture probe (specific for the amplification
product) is synthesized with a biotin molecule at the 5' terminus. This capture probe is then
bound to streptavidin-coated magnetic beads. Amplification reaction products are captured onto
the surface of magnetic beads by a standard hybridization reaction. Detection of the captured
product is achieved by the hybridization of a second detection probe to a region on the amplifi-
cation product that is distinct from the capture probe site. The detector probe is labeled at the 5'
terminus with ruthenium, the compound responsible for the subsequently produced ECL sig-
nal. Once this sandwich hybridization is completed, the material is loaded into the reader and
the amount of induced ECL signal is quantitated by a photomultiplier tube (see Fig. 2) (21).

4.3. Real-Time Detection Using Molecular Beacons

Recently, a novel nucleic acid detection technology, based on probes (molecular beacons)
that fluoresce only upon hybridization with their target, has been introduced. Molecular bea-
cons are single-stranded oligonucleotides with a stem–loop structure. The loop portions con-
tain the sequence complementary to the target nucleic acid, whereas the stem is unrelated to the
target and has a double-stranded structure. One arm of the stem is labeled with a fluorescent
dye, and the other arm is labeled with a nonfluorescent quencher. In this stem–loop state, the
probe does not produce fluorescence because the energy is transferred to the quencher and
released as heat. When the molecular beacon hybridizes to its target, it undergoes a conforma-
tional change that separates the fluorophore and the quencher, and the bound probe fluoresces
brightly (see Fig. 3) (29).

When molecular beacons are used as a detection and quantification system for NASBA to
monitor the amplification, it is crucial for the molecular beacon to unfold at a temperature of
41°C when the target sequence is present.

Molecular beacons enable the performance of a one-tube assay, suitable for high-throughput
applications. In addition, they allow real-time monitoring of the NASBA amplification reac-
tion because hybridization occurs simultaneously with the production of the amplicons, in con-
trast to postamplification gel and ECL detection. Combination of the amplification and
detection procedures into real-time NASBA considerably reduces the assay time; it lowers
hands-on time and limits considerably the potential contamination between samples.

Multiplex reactions are possible by the introduction in the NASBA reaction of different
primer sets and molecular beacons with different fluorescent labels (27,30,31).

5. Multiplex NASBA
Duplex NASBAs have been described: a hepatitis A virus and rotavirus NASBA with detec-

tion by Northern blotting (32), a combination of potato leafroll virus and potato virus Y in
potato tubers by real-time NASBA (33), and a combination of tissue factor and CD14 mRNA
with ECL detection (34).

Greijer et al. designed a multiplex real-time NASBA to quantify HCMV IE1 mRNA by
competitive coamplification of wild-type and calibrator RNA with simultaneous detection of
late pp67mRNA in whole-blood samples of CMV-infected lung transplant patients (27). Three
different fluorophores were used to label the molecular beacon probes: FAM, ROX, and Cas-
cade blue. The assay was evaluated using RNA from infected cells and sequential whole-blood
samples of CMV-infected lung transplant recipients. Despite the somewhat lower sensitivity of
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the real-time NASBA compared with the conventional NASBA, the simultaneous quantifica-
tion of IE1 and detection of pp67 RNA was reproducible and accurate.

Loens et al. developed a multiplex real-time NASBA, using FAM, ROX, and Cy5 as
fluorophores, for the simultaneous detection of Mycoplasma pneumoniae, Chlamydia
pneumoniae, and Legionella pneumophila RNA in respiratory specimens (31). They found a
slightly lower sensitivity of the multiplex real-time assay compared to the conventional ECL
detection on spiked respiratory samples, especially in samples with low ECL counts (own
unpublished results).

6. Quantitative Assays
Quantification of RNA by NASBA is based on the coamplification of the target with three

internal standard RNAs within a single amplification reaction. Three independent constructs to
be used for production of internal standards, each with a unique probe detection sequence of 20
nucleotides, are generated. The probe sites are randomized in each construct so that the A, C, T,
and G contents are maintained but with a different base order. Therefore, RNA produced from
each of these constructs will be amplified by NASBA with kinetics equal to that of the original
wild-type (wt) RNA target. Moreover, specific ECL probes complementary to the randomized
regions of the calibrators to be used in hybridization analysis to distinguish between amplified
wild type wt and calibrator RNA will have the same melting temperature. Before extraction,
specific quantities of each calibrator are spiked into the biological sample lysate. Consequently,
the calibrators serve as an independent set of internal controls for each individual sample. By
including the calibrators in the assay from the time of sample lysis, any loss of wt analyte in the
sample is normalized against a corresponding degree of loss of the calibrator RNAs. After
coextraction of the wt and calibrator RNAs, the material is coamplified in a single tube. For
ECL detection, the reaction product is then divided into four separate detection assays, with
each of the four detector probes. The corresponding ECL signal is then determined for each of

Fig. 2. ECL detection. Amplicons are hybridized to target-specific probes (an
electrochemiluminescent probe and a second probe coupled to paramagnetic beads). Following
hybridization, the bead/amplicon/ECL probe complexes are captured at the magnet electrode
of the automated ECL reader. Subsequently, a voltage pulse triggers the ECL reaction and
counts are measured.
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the four hybridizations. Because the original input quantities for the three calibrators are known,
the amount of wt RNA present in the original sample can be calculated by determining the ratio
of wt ECL signal to the signal of each calibrator in regression analysis (35).

When molecular beacons are used as a quantification system for NASBA, only one calibra-
tor with a fixed concentration is included to quantify the target input. Amplification and detec-
tion take place in the same test tube and the relation between the kinetics of the fluorescence
results obtained from the calibrator beacon and that of the target nucleic acid beacon can be
used for quantification.

7. Advantages and Disadvantages of NASBA
One advantage of NASBA compared with polymerase chain reaction (PCR) is that it is a

continuous, isothermal process, not requiring a thermocycler. The constant temperature main-
tained throughout the amplification reaction allows each step of the reaction to proceed as soon
as an amplification intermediate becomes available. Thus, the exponential kinetic of the
NASBA process, which is caused by multiple transcription of RNA copies from a given DNA
product, is intrinsically more efficient than DNA-amplification methods limited to binary
increases per cycle (36).

Products of NASBA are single stranded and, thus, can be applied to detection formats using
probe hybridization without any denaturation step.

RNA being the genomic material of many RNA viruses, an RNA-based amplification tech-
nique in contrast to PCR avoids an additional reverse transcription (RT) step, thus reducing the
risk of contamination and lowering hands-on time.

Nucleic acid sequence-based amplification can be targeted at ribosomal RNA. The detection
of microorganisms by a ribosomal RNA-based amplification technique might be more sensi-
tive than PCR because of the presence of multiple ribosomal RNA copies, implying at the same
time biological activity. Therefore, it could be used in viability studies.

There are also some disadvantages of NASBA. RNA integrity is the main cause of concern
for NASBA, as for RT-PCR and other RNA amplification procedures. Furthermore, because
the specificity of the reactions is dependent on thermolabile enzymes, the reaction temperature

Fig. 3. Real-time detection; molecular beacon technology. In the absence of a complemen-
tary sequence, the stem of the molecular beacon hairpin structure is closed and the quencher
(Q) prevents the detection of the fluorescent signal emitted by the fluorophore (F). By hybrid-
ization of the loop sequence of the beacon with an amplicon, the stem region is forced open and
the fluorescent signal becomes detectable.
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cannot exceed 42°C without compromising it. However, the specificity is guaranteed by the
addition of dimethyl sulfoxide in the amplification reaction and additional hybridization with
target specific probes by ELGA, ECL detection, or real-time detection. Finally, the length of
the amplified RNA target sequence should be in the range of 120–250 nucleotides, shorter or
longer sequences being amplified less efficiently.

8. RNA Stability
The stability of RNA can be affected during collection, processing, and storage of speci-

mens prior to isolation. The addition of RNase inhibitors to the clinical specimens, such as
guanidine thiocyanate, is required to preserve RNA integrity.

Most RNA degradation is likely to occur during transportation of the specimens, resulting in
false negatives in both NASBA and RT-PCR. Furthermore, although the vast majority of
samples are tested within 1 wk of collection, samples to be analyzed for research purposes are
often held for longer periods of time and are batch tested later. For such delayed testing, RNA
stability over extended periods of time is a critical issue. Two considerations are relevant: First,
RNA levels might be slightly reduced with one cycle of freeze–thaw; second, storage over time
also generally results in loss of RNA. Although both components can independently result in
insignificant changes in detectable RNA copies, the combination of both factors could result in
a significant reduction of RNA. This was clearly demonstrated by a NASBA QT with heparin-
ized plasma samples containing human immunodeficiency virus-1 (HIV-1) RNA, where a sig-
nificant decrease in RNA levels resulted from a combination of losses from both one
freeze–thaw cycle and storage over time (37). Studying the stability of HIV-1 RNA by a
NASBA QT in whole blood, plasma, and serum before and after addition of lysis buffer,
Bruisten et al. (38) concluded that the specimens could be kept at 4°C in lysis buffer, provided
transportation time was as short as possible. Under these conditions, the HIV load did not
decline up to 14 d. At 30°C, however, the load declined significantly after 2 d. Furthermore, the
authors suggested that specimens should be processed on the day of sampling or stored at –70°C
in lysis buffer, thus stabilizing the RNA for at least 6 mo. On the other hand, Griffith et al. (39)
subjected serum from HIV-infected patients to multiple freeze–thaw cycles and found no sig-
nificant loss of detectable HIV RNA.

RNA degradation in lysis buffer produced with guanidine thiocyanate (GuSCN) from two
different sources was monitored by Loens et al. (5). Lysis buffers were prepared using either
GuSCN from Sigma (Sigma-Aldrich NV, Bornem, Belgium), or from ICN (ICN Biomedicals
NV, Asse, Belgium). M. pneumoniae cells PI 1428 were added to both versions of the lysis
buffer and the resulting specimens were stored at –80°C or at room temperature for different
periods of time prior to extraction. GuSCN from ICN was qualified as unsuitable for RNA
extraction. Samuelson et al. (40) reported problems with an unexplained inhibitory factor using
the RNAce Purification system (Bioline, London, UK), a commercially available extraction kit
based on the same chemistry as the Boom procedure, when low dilutions of the eluate were
processed. These studies (38,40) suggest that quality control of buffers for storage of clinical
material is critical, particularly when RNA is to be analyzed.

To overcome part of this problems and to improve the reproducibility of the in-house-devel-
oped NASBAs, standardized reagents “NucliSens Basic Kit” are now commercially available.
They contain all necessary reagents for (1) nucleic acid release and inactivation of RNases and
DNases, (2) silica-based extraction of nucleic acids, (3) NASBA reagents, and (4) reagents for
ECL detection, including the ECL probe, and paramagnetic particles to link the capture probe
for detection. Primers and a target-specific biotinylated capture probe are to be synthesized for
each target. The P1 primer should contain a 5' terminal T7 RNA polymerase promotor
sequence plus a sequence complementary to the target RNA, whereas P2 contains a short
sequence identical to the target RNA and a 5' stretch of 20 nucleotides as the ECL tail, unre-
lated to the target RNA (17,19,20,41,42,43).
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9. NASBA Applications
9.1. NASBA Applications for the Detection of Infectious Agents

The technique has been employed for the detection of many classes of infectious agents in
different types of specimens: blood (44), serum (39,45), plasma (39), seminal plasma (46),
semen (47), respiratory tract specimens (5), nasopharyngeal biopsies (48), genital tract speci-
mens (25,41), urine (49), skin biopsies (25), saliva (50), cerebrospinal fluid (51,52), stools
(17), breast milk (53), cervical–vaginal lavage fluid (53), amniotic fluid (54), sewage-treat-
ment efflux (26), potato tubers (55,56), liquid whole eggs (42), and poultry (57).

9.2. Bloodborne Pathogens

9.2.1. Human Immunodeficiency Virus Type 1 Genomic RNA

After an HIV-1 infection, an acute phase with extensive viremia is followed by an asymp-
tomatic carrier state. This latent phase is characterized by low but constant amounts of virus
and infected cells in the circulation and can last for several years, ultimately progressing to full-
blown autoimmune deficiency syndrome (AIDS). Nucleic acid amplification tests (NAATs)
are used to detect the presence of HIV-1 RNA in the blood of blood donors, to quantitate the
amount of HIV-1 RNA present in plasma, and to monitor the antiviral therapy. Since the first
HIV-1 NASBA was described in 1991 by Kievits et al. (23), the assay has been improved
considerably. Since 1995, a quantitative NASBA test for HIV-1 viral load determination based
on ECL detection is commercially available (NASBA HIV-1 RNA QT, bioMérieux). The prim-
ers and probes are targeted at the gag region of the viral genome (21). This NASBA assay, as
well as other commercially available amplification tests, is unable to detect all HIV-1 subtypes
or quantitate them reliably (58).

The more sensitive second-generation assay, NucliSens HIV-1 QT (bioMérieux)
(3,53,59,60), can detect a range of HIV-1 RNA between 25 and >5×106 copies/mL and has a
95% detection rate of 176 copies/mL, using 1 mL of EDTA, citrate, or heparin plasma. Quan-
tification in the NucliSens HIV-1 QT assay is achieved by coamplification of the HIV-1 RNA
in the sample, together with three internal calibrators (Qa, Qb, and Qc). Detection is done by
ECL (59). When Murphy et al. (3) compared the Roche COBAS AMPLICOR MONITOR ver-
sion 1.5, the NucliSens HIV-1 QT with extractor, and the Bayer Quantiplex Version 3.0 for
quantification of HIV-1 RNA in 460 plasma specimens from HIV-1-infected patients, the
NucliSens HIV-1 QT showed 100% specificity and the best sensitivity with an input of 2 mL.
In another recent study, the same specificity was displayed by the NucliSens HIV-1 QT assay
(60). Comparison of the NucliSens HIV-1 QT and the ultrasensitive AMPLICOR HIV-1 Moni-
tor version 1.0 assays showed both assays to be equivalent in detecting HIV-1 RNA in concen-
trations of 103–105 copies/mL. The NucliSens assay was more sensitive at lower RNA
concentrations than the AMPLICOR assay.

When Spearman et al. (61) compared the Roche MONITOR and the NucliSens HIV-1 QT
assays for the quantitative detection of HIV-1 RNA in cerebrospinal fluid, both assays reliably
quantified the HIV-1 RNA.

Recently, a real-time NASBA was described for the quantification of HIV-1 isolates (28)
based on the amplification of a long terminal repeat region of the HIV-1 genome (62). All HIV-
1 groups, subtypes, and circulating recombinant forms (CRFs) could be detected and quantitated
with equal efficiency, including the group N isolate YBF30 and the group O isolate ANT70. The
throughput of the assay was high, with 96 samples amplified and detected within 60 min.

9.2.2. Hepatitis C Virus Genomic RNA

Hepatitis C virus (HCV) is the etiologic agent of most posttransfusion non-A, non-B hepati-
tis cases. In 1994, a first NASBA assay, with ELGA detection, for the amplification of the
HCV 5' noncoding region RNA (5’NCR) in serum was described (63). When Lunel et al. (64)
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compared this NASBA with an in-house PCR, an in-house nested PCR, Amplicor (Roche),
and, finally, branched DNA (bDNA, Quantiplex 1.0, Chiron diagnostics) for the detection of
HCV RNA in serum from HCV-positive and negative individuals; the assays with the highest
sensitivity were Amplicor, NASBA, and nested in-house PCR, followed by in-house PCR and
then branched DNA. False-positive results were obtained with Amplicor and in-house nested
PCR.

 The conserved 5’NCR has been used as a target for the further development of qualitative
and quantitative ECL-based NASBA assays for genotypes 1a, 1b, 2, 3, 4, and 5 (65,66). Again,
quantification was done in the presence of three calibrators. The HCV NASBA QT assay was
over 10 times more sensitive than the bDNA assay, whereas the quantitative results of both
assays were highly concordant. The HCV NASBA QT assay was comparable in sensitivity
with the HCV MONITOR assay (Roche), but the latter yielded consistently lower values (62).
Similar conclusions were made by Lunel et al. (63).

9.2.3. Human Cytomegalovirus mRNA

Primary infection of immunocompetent individuals with CMV, a DNA virus, usually does
not result in complications. In contrast, immunocompromised patients, like AIDS and trans-
plant patients, can suffer severe complications during primary infection and, to a lesser degree,
during secondary infection. Detection of CMV at an early stage of infection is a prerequisite for
effective pre-emptive antiviral therapy. The expression of some mRNAs can be used as a spe-
cific indicator for viral replication. The first described NASBA, a qualitative assay, targeted
the late pp67 (UL65) mRNA (67); it was applied on mRNA isolated from whole blood from
renal transplant patients. NASBA results were compared to results of the pp65 antigenemia
assay and virus isolation on cell culture. The sensitivity of NASBA proved to be higher than
that of the antigenemia assay, whereas the sensitivities of cell culture and NASBA were com-
parable. NASBA detected the onset of CMV infection simultaneously with cell culture and the
antigenemia assay. The NucliSens CMV pp67 test (bioMérieux, The Netherlands) successfully
monitored CMV disease in HIV-infected individuals (68), solid-organ transplant recipients (69),
and heart, lung, and bone marrow transplant recipients (70) and the assay could be used as a
virologic marker for initiation of pre-emptive antiviral CMV therapy (70). Although the assay
is not the most sensitive available, it specifically detects the clinical relevant stages of infection
and has the best specificity and positive predictive value for disease development (52,68,71).
The NucliSens CMV pp67 applied on cerebrospinal fluid samples from HIV-infected patients
with a postmortem histopathological diagnosis of CMV encephalitis (72) and from HIV-1-
infected patients with an active CMV central nervous system (CNS) disease (52) proved to be
useful to diagnose active CMV CNS disease.

Other CMV target mRNAs for NASBA amplification and detection include the β2.7 tran-
script (73,74), and the immediate early (IE) 1 mRNA (UL123) (75–77), which plays an essen-
tial role in viral replication.

Goossens et al. (71) compared the immediate early 1 and late pp67 mRNA detection by
NASBA in renal and liver transplant patients. The first was found to be the most sensitive test,
making it an attractive screening test for the early detection of CMV infection. Comparable
results were reported by Gerna et al. (77) in bone marrow transplant recipients.

Recently, quantitative NASBA assays for the detection of IE 1, and pp67 mRNA expression
(78) in lung transplant recipients and for the quantitative detection of IE 1, pp67, and immune
evasion genes US3, US6, and US11 in cells infected with CMV (78) have been described. It
was concluded that effective antiviral treatment was reflected by a rapid disappearance of pp67
mRNA confirming the clinical utility of the assay, whereas IE1 mRNA remained detectable for
longer periods and should be further validated in prospective studies (79). Additionally, a mul-
tiplex real-time NASBA was described for the simultaneous detection and quantification of
CMV encoded IE 1 and pp67 mRNA (27).
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9.3. Respiratory Pathogens

Rapid diagnostic techniques for respiratory pathogens are not only important for clinical-
epidemiological reasons but are also useful to initiate appropriate treatment within the first 24 h
or interrupt empyrical treatment when the disease is caused by a microbial species requiring a
different treatment.

9.3.1. Mycoplasma pneumoniae

Mycoplasma pneumoniae is a common etiologic agent of respiratory tract infections in
humans, responsible for 15–20% of all cases of pneumonia (80) and a wide range of mild to
serious extrapulmonary complications (81,82). The specificity and sensitivity of the NASBA
assay were evaluated by Loens et al. (5). M. pneumoniae RNA prepared from a plasmid con-
struct was used to assess the sensitivity of the assay, and an internal control for the detection of
inhibitors was constructed. Using primers and probes targeting the M. pneumoniae 16S rRNA,
positive results were obtained with nucleic acid extracts from M. pneumoniae types 1 and 2 and
M. genitalium, but from none of the other Mycoplasma spp., respiratory pathogens, or com-
mensal flora. The sensitivity of the NASBA assay was 10 molecules of in vitro-generated wild-
type M. pneumoniae RNA and five color changing units (CCU) of M. pneumoniae. In
protease-treated spiked throat swabs, nasopharyngeal aspirates, bronchoalveolar lavages, and
sputum, the sensitivity of the NASBA assay, in the presence of the internal control, was 2×104

molecules of in vitro-generated RNA or 5 CCU of M. pneumoniae. The sensitivity of the
NASBA assay was comparable to that of a PCR targeted at the P1 adhesin gene used in the
study by Ieven et al. (83). Fifteen clinical specimens positive for M. pneumoniae by PCR were
also positive by NASBA. Typing of M. pneumoniae by NASBA was described by Ovyn et al.
(15). The commercially available NASBA NucliSens Basic Kit assay for the detection of M.
pneumoniae 16S rRNA in respiratory specimens was developed and compared to standard
NASBA and PCR assays previously described by the authors (20). The specificity and sensitiv-
ity of the NucliSens Basic Kit assay were comparable to the specificity and sensitivity of the
corresponding standard NASBA assay. The most important advantage of the NucliSens Basic
Kit is the provision of standardized reagents, improving the reproducibility compared with
home-made assays. Additionally, ECL detection is less time-consuming than the previously
used ELGA detection system (5,15) and the interpretation of the results is more objective. A
real-time NASBA for the detection of M. pneumoniae was developed by the same group (84).
The authors concluded that real-time and conventional NASBA show high concordance in sen-
sitivity and specificity, with a clear advantage for the real-time technology regarding handling,
speed, and number of samples that can easily be tested in a single run. Moreover, the real-time
NASBA assay requiring fewer manipulations and producing results without postamplification
processing reduces the potential risk for product carryover.

9.3.2. Other Respiratory Pathogens
A conventional NASBA assay for the detection of the 16S rRNA of Bordetella pertussis

(85) and real-time NASBA assays for the detection of the 16S rRNA of Chlamydia pneumoniae
(86) and Legionella pneumophila (87) in respiratory specimens have been developed. Finally,
a multiplex real-time NASBA for the simultaneous detection of M. pneumoniae, C.
pneumoniae, and L. pneumophila 16S rRNA was developed (34).

9.3.3. Mycobacterium tuberculosis

Van der Vliet et al. designed a NASBA assay based on a highly conserved region of the 16S
rRNA of Mycobacteria (16). A species-specific probe for the detection of M. tuberculosis
amplicons was used in an ELGA-based detection system. Nucleic acids derived from 200 bac-
teria resulted in a positive signal. The assay correctly identified 32 M. tuberculosis strains
isolated from different parts of the world.
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9.3.4. Picornaviridae

Human rhinoviruses (HRVs) and enteroviruses belong to the family of the picornaviridae,
small nonenveloped viruses containing a positive-sense, single-stranded RNA genome.
Whereas rhinoviruses are the major cause of the common cold and are implicated in acute
asthma exacerbations in children and adults, enteroviruses are important pathogens, with a
wide range of clinical manifestations ranging from severe CNS disease with paralysis to mild
respiratory symptoms. Targeting the HRV 5’NCR, two NASBAs for HRV typing were devel-
oped (88). Another assay with the 5’NCR and viral protein 4 was developed for the detection of
HRV in respiratory specimens. The assay proved to be specific and sensitive and was
succesfully applied to analysis of HRV sequences in respiratory specimens (40).

Three groups applied NASBA for the detection of enteroviruses in respiratory samples (17),
cerebrospinal fluid (17,51,89), and stools (17).

Nucleic acid sequence-based amplification assays have also been developed for the detec-
tion of other respiratory viruses such as respiratory syncytial virus (90), parainfluenzaviruses
(91), and influenza viruses (92).

9.4. Other NASBA Applications for Detection of Infectious Agents

Various other NASBA applications have been described: for malaria parasites (44,93),
Cryptosporidium parvum (94), Campylobacter species (6,57,95), Chlamydia trachomatis (49),
Escherichia coli (96), Listeria monocytogenes (6,9), Mycobacterium leprae (7), Neisseria
gonorrhoeae (41), Salmonella enterica (42,97), Clavibacter michiganensis subsp. sepedonicus
(56), Ralstonia solanacearum (98), Aspergillus (19), Candida species (99–101), including a
wide range of viruses such as rotavirus (26), hepatitis A virus (102), human papillomavirus 16
(25), varicella zoster virus (103), Epstein–Barr virus (17), dengue virus (22), West Nile virus
(18), St Louis encephalitis virus (18), rabies (50), simian immunodeficiency virus (104), feline
immunodeficiency virus (105), avian influenza subtype H5 viruses (106), potato leafroll virus
(55), potato virus Y (30), citrus tristeza virus (107), and apple stem pitting virus (108).

9.5. Viability Studies

Van der Vliet et al. and Morré et al. (109,110) applied NASBA to study the influence of
antibiotics on bacterial viability. Van der Vliet et al. (109) exposed M. smegmatis to various
concentrations of rifampicin and ofloxacin suspended in broth for different periods of time.
During the drug exposure, the viability of the Mycobacteria, expressed as the number of colony-
forming units (CFUs) was compared with the presence of 16S rRNA as determined by NASBA
and with the presence of DNA coding for the 16S rRNA as determined by PCR. Exposure of
the Mycobacteria to increasing concentrations of drug resulted in a decreasing number of CFUs
and a decrease in NASBA signal. Drug exposure of M. smegmatis resulted in a negative NASBA
signal after 7 d. The number of CFUs did decrease, whereas the amount of DNA as detected by
PCR did not. This implies that unlike degradation of DNA, decay of 16S rRNA in an in vitro
system occurs rapidly after cell death. Morré et al. (110) investigated the value of RNA detec-
tion by NASBA for the monitoring of Chlamydia trachomatis infections after antibiotic treat-
ment. C. trachomatis RNA was found in 24 smears before antibiotic treatment and in two
smears taken 1 wk after treatment; no C. trachomatis RNA was detected after 2 wk or more. In
contrast, C. trachomatis DNA was found in all specimens before treatment, but five smears
were still positive after 3 wk of antibiotic treatment. C. trachomatis DNA and RNA were
also found in 15 urine specimens before treatment, whereas 1 wk after treatment, 4/15 were
C. trachomatis DNA positive and 1/15 was RNA positive.

Simpkins et al. found consistent and highly significant differences between the mRNA
amplifications extracted from viable and heat-killed Salmonella enterica cells, whereas PCR
amplification of both kind of samples was unaffected (97). On the other hand, when Birch et al.
(111) assessed three amplification techniques (mRNA NASBA, mRNA RT-PCR, and DNA
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PCR) for their ability to detect nucleic acid persistence in an E. coli strain following heat-
killing, NASBA offered the greatest sensitivity to detect a decrease in viability although residual
DNA and mRNA could be detected by PCR and NASBA. The same conclusion was reached by
Uyttendaele et al. (112) studying the difference between viable and nonviable C. jejuni. They
showed that 16S rRNA, or at least the sequence enclosed by the primer set applied, is fairly
stable and resistant to heating at 100°C. Thus, the correlation between cell viability and persis-
tence of nucleic acids must be well characterized for particular situations before molecular
techniques can be substituted for traditional culture methods.

9.6. NASBA Application for the Detection of Noninfectious Targets

BCR-ABL mRNA in Ph+ chronic myeloid leukemia (24), factor V Leiden (113), circulating
breast cancer cells (114), macrophage-derived chemokine gene expression (115), cytokine pro-
duction (116), in vivo kinetics of tissue factor messenger RNA (117), tumor necrosis factor
(TNF)-α mRNA (118), and circulating tumor cells (119) have all been more or less success-
fully detected by the NASBA procedure.

10. Conclusions
Industrially manufactured NASBA-based assays containing the necessary components

required for isolation, amplification, and detection, such as the NucliSens Basic Kit
(bioMérieux), are becoming increasingly available (e.g., HIV-1 genomic RNA and CMV
mRNA assays). They are user-friendly and specific primers and probes for various other appli-
cations (17,19,20,41) have been designed that can be used in combination with the NucliSens
Basic Kit (bioMérieux). These assays need further evaluation in clinical settings.

At present, ECL is the most sensitive method for the detection of the NASBA amplicons.
Real-time applications are increasingly being evaluated, including multiplex formats (27,31).
A major advantage of the use of molecular beacons is the ability to carry out real-time detection
during amplification, which reduces the overall time of the assay, the risk of contamination,
and provides information about the kinetics of the reaction.

Because NASBA has been shown not to suffer from sensitivity and specificity problems
associated with other isothermal techniques, these unique features make it very suitable for
wide applications in research and diagnosis. As the processes become more refined and stan-
dardized, NASBA can replace some current methods for rapid clinical laboratory diagnosis.
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Oligonucleotide Ligation Assay

Faye A. Eggerding

1. Introduction
Advances in molecular genetics and biotechnology are changing the practice of medicine.

Completion of the human genome sequence and development of high-throughput
semiautomated DNA analysis techniques have resulted in an exponential increase in the rate of
discovery of new disease genes. The challenge of understanding complex, multigenic diseases,
and the role of genetic variability in disease risk is now within reach. Identification of genetic
mutation is assuming increasing importance in cancer diagnosis and in the detection and charac-
terization of infectious agents. The emerging field of molecular genetic medicine has resulted in
a need for new technologies capable of probing large numbers of gene sequences with sufficient
selectivity to distinguish single-nucleotide differences.

Current methods for gene analysis fall into two broad categories referred to as scanning
methods to detect mutations at unspecified DNA sites and diagnostic methods to detect previ-
ously identified mutations (1–3). Single-nucleotide substitutions and small deletions or inser-
tions are the most common disease-producing mutations in the human genome. Although all
DNA sequences are subject to mutation, different genes have distinct patterns of mutational
inactivation. For example, in some genes, single-base substitutions (point mutations) occur at
known positions within the gene; in other genes, mutations occur de novo at scattered sites
throughout the gene. DNA sequencing is considered the definitive procedure both for detection
of known mutations and identification of unknown mutations. However, the expense and labor-
intensive nature of DNA sequencing necessitated development of alternative strategies for
screening DNA for mutation. Mutation-scanning methods, including denaturing gradient gel
electrophoresis (DGGE) (see Chapter 8), single-strand conformational polymorphisms (SSCPs)
(see Chapter 7), and ribonuclease (RNase) cleavage, are designed to survey stretches of DNA
for mismatched nucleotides, but they give no information as to the nature of the mutated base.
Diagnostic methods, including allele-specific oligonucleotide hybridization, allele-specific am-
plification, and oligonucleotide ligation, are more stringent than scanning methods and un-
equivocally detect known genetic mutations. This chapter focuses on oligonucleotide ligation
methods and their applications in diagnostic genetic analysis.

1.1. Principle of Oligonucleotide Ligation

Oligonucleotide ligation is a robust diagnostic strategy for discrimination of known DNA
sequence variants that combines polymerase chain reaction (PCR) with an oligonucleotide
ligation assay (OLA) (4,5). In the oligonucleotide ligation reaction, two oligonucleotides or
probes (usually 20-mers in size) are hybridized to a DNA target sequence (usually PCR
amplicons of the gene of interest). The two oligonucleotide probes abut each other when
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hybridized to target DNA such that the 3' end of the upstream oligonucleotide is immediately
adjacent to the 5' end of the downstream oligonucleotide. DNA ligase covalently joins the two
juxtaposed oligonucleotides only if the nucleotides at their junction are perfectly base-paired
with the target DNA (6–9). The terminal and penultimate nucleotides on both sides of the
junction of the two probes must be correctly base-paired for the ligase enzyme to covalently
join the probes. The principle of the reaction is illustrated in Fig. 1.

Oligonucleotide probes of known sequence can be synthesized to examine allelic variants at
any given locus. For example, genotyping a normal and mutant allele requires synthesis of two
allelic- or target-specific probes, representing the normal and mutant allele, and one common
probe complementary to both alleles. The normal and mutant allelic probes are designed such
that the distinguishing allelic nucleotide is located at the 3' end of the probe; otherwise, the

Fig. 1. Diagram of the ligation reaction. The OLA relies on PCR amplification to replicate
DNA target sequences and probe ligation to distinguish sequence variants (G�A transition, as
illustrated). Probes hybridizing in juxtaposition to target DNA are joined by DNA ligase; probes
mismatched at their junction are not ligated. Allelic probes are modified at their 5' ends by the
addition of either specific hapten groups (e.g., digoxigenin or fluorescein) for enzyme-linked
immunosorbent assay (ELISA) detection or oligomers of differing size for detection by
electophoresis. The downstream, common probe is 5'-phosphorylated (p) and labeled with
biotin or a fluorescent dye at its 3' end. Ligation products are detected colorimetrically in an
ELISA format or by denaturing polyacrylamide gel electrophoresis. Biotin-labeled ligation
products are captured on streptavidin-coated microtiter plates and, after washing to remove
unligated probe, an ELISA reaction is performed with anithapten antibodies labeled with dif-
ferent enzyme reporters (e.g., alkaline phosphate and horseradish peroxidase) to detect allele-
specific haptens. After the addition of chromogenic substrates for each reporter enzyme, the
appearance of color indicates that ligation has occurred between and allele-specific probe and
the common, biotinylated probe. Ligation of allele-specific probes with unique mobility modi-
fiers [e.g., poly(A) oligomers] to a fluorescent dye-tagged common probe gives each ligation
product a unique electrophoretic signature when detected using an automated DNA sequencer.
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probes are identical. Mismatches at the 3' end of a target-specific probe disrupt ligation of the
target and common probes. The common oligonucleotide probe is complementary to sequences
adjacent to and downstream from the allelic probes and contains a phosphate group at its 5' end
to enable formation of a phosphodiester bond in the presence of ligase.

 Variants of the ligation method have been developed. The ligase chain reaction is a less
robust variant in which complementary pairs of oligonucleotide probes are used, allowing
exponential amplification of the ligation signal (10,11). Another modification uses a padlock
probe, which is an oligonucleotide complementary to the target sequence at its 5' and 3' ends
but not in its middle portion (12,13). When perfectly paired to a target sequence and treated
with ligase, the probe circularizes and can be amplified by rolling circle replication (14).

2. Ligation Protocol
There are a number of stringent requirements that must be met in the development of a

clinical molecular genetic test. The test must be highly specific in discriminating allelic vari-
ants and sensitive enough to detect a sequence variant against a background of normal sequence.
In addition, the test protocol should require use of nontoxic and nonradioactive reagents, and it
should be simple enough so that it can be performed robustly and inexpensively on a routine
basis. Features of the OLA address these requirements and make it ideally suited for typing
single-base substitutions and small deletion or insertion mutations. Some advantages and dis-
advantages of the method are listed in Table 1.

Specificity of the reaction is ensured because ligation is dependent on both probe hybridiza-
tion and the specificity of ligase enzyme in distinguishing single-basepair mismatches. Because
ligation depends only on perfect base-pairing of nucleotides at the probe junction, nonstringent
annealing conditions can be used without compromising the specificity of the ligation reaction,
thus enabling the typing of multiple nucleotide substitutions in one assay. The oligonucleotide
probes can be labeled with reporter molecules or fluorescent dyes and mobility modifiers mak-
ing the results of the assay simple to interpret. Figure 2 outlines the steps of the OLA, which
include an initial PCR amplification of the target sequence, ligase-mediated mutation analysis,
followed by detection of the ligation products.

Table 1
Advantages and Limitations of Oligonucleotide Ligation

Advantages
Accurate distinction of any base substitution or insertion/deletion mutation
Specificity (chance of a false positive essentially zero)
Sensitivity (detects rare sequence variants in background of normal DNA)
Rapid, economical, and easy to perform (one-step reaction)
Adapts well to multiplexing
Minimal sample preparation required
Results simple to interpret
Tolerates some degree of sequence polymorphism
Nonradioactive and nontoxic reagents
Compatible with multiple detection formats
Amenable to automation and computerized genotyping

Limitation
Detects only known mutations
Special equipment might be required
Sequence polymorphisms near ligation site might affect ligation
G�T mismatches least well discriminated
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2.1. Sample Preparation and PCR Amplification

Target DNA samples to be examined for sequence variants are prepared for analysis by
amplification of genomic or plasmid DNAs or cDNAs using PCR. Amplifications can be per-
formed in a multiplex format. Initial samples may be obtained from sources including whole
blood, plasma, saliva, tissue sections, dried blood spots on Guthrie cards, bacterial DNA, and
viral DNA or RNA. Rigorous DNA purification is not required for the precision of the assay.
Following PCR, the sample is subjected to a heating step at 99°C for 5 mins to inactivate Taq
DNA polymerase. PCR amplicons require no futher purification or removal of the PCR primers
and can be used directly in the ligation reaction.

2.2. Oligonucleotide Ligation Step

After amplification, a ligation mix is added directly to each PCR sample in microtiter wells
or in individual PCR tubes. The ligation mix contains the oligonucleotide ligation probes, ther-
mostable DNA ligase, and NAD+ as a reaction cofactor. A biallelic locus requires three oligo-
nucleotide probes or primers for ligation analysis (one common and two allelic- or
target-specific probes). During each ligation cycle, the target amplicons denature and anneal to
the appropriate oligonucleotide probes. At each locus, one allelic and one common probe an-
neal to the target amplicon, and if perfectly matched at their junction, the ligase enzyme
covalently joins them. Linear amplification of ligation products is achieved by using a ther-
mostable DNA ligase and a thermocycling profile of initial denaturation at 98°C for 3 min
followed by 15–20 cycles of denaturation at 95°C and anneal–ligation at 50–55°C. Specificity
of ligation can be enhanced by performing ligations at or close to the melting temperature of the
OLA probes to destabilize hybridization of imperfectly matched probes.

2.3. Detection of Ligation Products

Numerous detection schemes have been developed (15–19). In one format, the common
ligation probe is 3' end labeled with biotin, and allelic probes are marked with different hapten

Fig. 2. Outline of the laboratory procedures for the OLA. The assay can be performed in two
sequential steps (A) or in a one-step, single-tube format (B). Use of high-Tm PCR primers
enables amplification in stage I; genotyping by oligonucleotide ligation occurs in stage II sim-
ply by lowering the temperature to anneal low-Tm ligation probes. The reaction is monitored by
electrophoresis as shown or ligation products can be detected spectrophotometrically using a
microtiter plate reader.
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reporter groups (i.e., digoxigenin and fluorescein). Ligation products are captured in
streptavidin coated microtiter plates and wild-type and mutant genotypes are detected colori-
metrically (15). An enzyme-linked immunosorbent assay (ELISA) is performed with hapten-
specific antibodies labeled with different enzyme reporters (i.e., alkaline phosphatase and
horseradish peroxidase) to identify if either or both of the allele-specific probes have been
ligated to the biotin-labeled common probe. Results are easily interpreted by measurement of
spectrophotometric absorbance using an ELISA plate reader.

An alternative method of detection relies on high-resolution electrophoretic separation us-
ing a fluorescent DNA sequencer (17–19). In this format, common ligation probes contain
different fluorescent tags and allelic probes contain 5' end variable-length, oligomeric mobility
modifiers. Mobility modifiers can be nucleotides in the form of noncomplementary 5'-poly(A)
extensions or non-nucleotide molecules (e.g., pentaethylene oxide [PEO] oligomers). PEO
molecules are hydrophilic and negatively charged and can be added to the allelic probes during
oligonucleotide synthesis using standard automated phosphoramidite chemistry. Ligated probes
are separated in denaturing sequencing gels using an automated fluorescent DNA sequencer.
This combination of fluorescent tags with mobility modifiers gives each ligation product a
unique electrophoretic signature and enables extensive sample multiplexing.

2.4. Coupled Amplification and Ligation

A modification of the PCR and OLA procedure allows simultaneous multiplex amplifica-
tion and genotyping by ligation in a single-tube, one-step format (see Fig. 2) (20). Amplifica-
tion and genotyping can be sustained in one reaction as a result of differences in melting
temperatures (Tm) of hybrids formed among PCR primers, oligonucleotide probes, and tem-
plate DNA. Long, high-Tm PCR primers enable amplification and elongation to be carried out
at 72°C; allelic discrimination occurs in the second phase of the reaction simply by lowering
the temperature to facilitate annealing and ligation of low Tm allelic and common OLA probes
to the amplified target sequences. Ligation products are analyzed using a fluorescent DNA
sequencer.

3. Applications of Oligonucleotide Ligation
The ligation assay was originally developed and applied to analysis of β-globin alleles in

sickle cell disease using radioactive detection (21). Use of fluorescent labeling and simplifica-
tion and automation of the detection of ligation products have resulted in numerous clinical
applications for this technology. Table 2 presents representative applications of oligonucle-
otide ligation for genetic analysis. The applications fall into three main categories: (1) analysis
of disease genes for known mutations, (2) analysis of viral and bacterial pathogens, and (3)
research applications.

3.1. Disease Genes
A clinical test for cystic fibrosis capable of analyzing 60 different alleles is commercially

available (19,20). The test combines multiplex PCR and OLA with detection by sequence-
coded separation based on fluorescence and unique electrophoretic mobility. A similar strategy
has recently been used for prenatal diagnosis of sickle cell disease (22). Allelic probes specific
for normal and mutant β-globin contain both fluorescent and mobility tags at their 5' ends for
detection by capillary electrophoresis. The authors note that the test requires minute amounts
of blood or amniotic fluid (0.2 µL) and minimal DNA purification such that diagnostic results
can be reported the same day the specimen is received. Chakravarty et al. reported use of oligo-
nucleotide ligation as a high-throughput and precise method for the detection of the factor V
Leiden mutation (R506Q) (23). Ligation products are captured in microtiter plates containing
streptavidin to bind biotin-labeled common oligonucleotide probes; allelic probes carry lan-
thanide labels for sensitive detection using a fluorescent microplate reader.

 The analysis of mutations associated with cancer presents complexity that is not encoun-
tered in studies of inherited or germline disease mutations. The challenge is to identify somatic
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mutations in tumor cells in a background of normal cells. The application of oligonucleotide
ligation to analysis of K-ras mutations in pancreatic cancer specimens is shown in Fig. 3 (24).
The presence of K-ras mutation is a biomarker for pancreactic and colorectal cancer. Ras genes
acquire oncogenic potential through point mutation in codons 12, 13, or 61, producing amino
acid substitutions that lock the protein in an active, growth-promoting conformation. Sequences
and design of oligonucleotide probes used for detection of K-ras codon 12, 13, and 61 muta-
tions are shown in Table 3. A signal indicating the presence of a G�A transition in codon 12 of
the K-ras gene producing a Gly12Asp substitution is clearly evident in the ligation assay (see
Fig. 3E). Sequencing electrophoretograms of the same DNA sample fail to detect the mutant
base identified by OLA (see Fig. 3E, inset). The sensitivity of the ligation assay in detecting
minority mutant ras genotypes is shown in Fig. 4. The assay can detect ras mutations in tumor
cells making up less than 5% of the sample population; in comparison, mutant sequences must
make up at least 25% of the sample for detection by fluorescent-based DNA sequencing.

3.2. Infectious Diseases

Strains of bacteria and viral pathogens are often distinguished by variations in single-nucle-
otide sequences. Genetic analysis of infectious disease (e.g., latent viral infection), similar to
cancer, requires detection of sequence variants present in low abundance against a background
of normal sequence. Edelstein et al. and Beck et al. described the application of oligonucletotide
ligation to detection of HIV-1 pol and protease gene mutations associated with resistance to
antiretroviral drugs (25,26). Plasma HIV-1 RNA from clinical samples was amplified by reverse
transcription–PCR and genotyped by oligonucleotide ligation. In an anlaysis of 700 pol codons
from 175 patient specimens, only 15 failed to be genotyped by OLA (2.1%) (25). Indeterminate

Table 2
Applications of Oligonucleotide Ligation

Application Assay Format Ref.

Sickle cell disease (β-globin) PCR/OLA, electrophoresis 22
Cystic fibrosis (CFTR) PCR/OLA, CAL, sequence- 20

codedelectrophoresis 20
19

Factor V Leiden (R506Q) PCR/OLA, enhanced 23
lanthanide fluroescence

Ras oncogenes PCR/OLA, CAL, gel 24
electrophoresis

HIV-1 pol gene RT-PCR/OLA, colorimetric 25
microtiter plate

HIV-1 protease gene RT-PCR/OLA, colorimetric 26
microtiter plate

S. pneumoniae  PCR/OLA, colorimetric 27
(topoisomerase genes) microtiter plate

H. pylori PCR/OLA, colorimetric 28
(23S rRNA gene) microtiter plate

SNPs (single-nucleotide PCR/OLA, colorimetric 30
polymorphisms) microtiter plate 29

PCR/OLA, sequence tag 32
fluorescent microspheres

PCR/OLA, real-time fluorescence 31
resonance energy transfer

Human centromere DNA Padlock OLA probes, 13
in situ detection
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Fig. 3. Analysis of K-ras oncogene mutations in pancreatic cancer patients. DNA extracted
from tumor specimens was amplified by PCR and analyzed by multiplex oligonucleotide liga-
tion for mutation in K-ras codons 12, 13 and 61 using the probes shown in Table 3. Ligation
products were separated in 8% polyacrylamide gels in a fluorescent DNA sequencer. Electro-
phoretogram tracings representing real-time fluorescence detection of ligation products are
shown. y-axes display peak heights measured by fluorescence intensity in arbitrary units, and
x-axes display the computed sizes of the ligation products in bases. The top panel (A) is a
normal DNA control, panels C through E are from pancreatic tumor DNA, and panel F is a
negative, no DNA control. Note in panel E that sequence analysis failed to detect a G�A
mutation that was evident by OLA analysis (GGT�GAT, G�D).
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OLA results were the result of alternative or polymorphic sequences located close to the liga-
tion site. These studies both confirm the greater sensitivity of OLA than DNA sequencing in
detecting minor populations of mutant virus present in clinical samples. Because the incidence
of HIV-1 drug-resistant variants is increasing because of widespread use of antiretrovirals,
sensitive methods for screening patients are needed to guide selection of appropriate therapeu-
tic agents.

Genetic tests are particularly useful in identification of bacterial pathogens because they
overcome the need for bacterial growth in culture, which is slow and costly. Accurate and early
diagnosis of bacterial disease can be life saving because appropriate treatments can be applied
in a timely manner before infection becomes advanced. Recent studies have validated the PCR-
OLA method as a rapid and accurate method for identifying quinolone-resistant strains of Strep-
tococcus pneumoniae, a major cause of meningitis, bronchitis, and pneumonia (27). The
technique has also been applied to Helicobacter pylori DNA isolated directly from gastric
biopsy material for rapid and accurate identification of antibiotic resistance markers in ribo-
somal RNA genes of H. pylori (28).

3.3. Research Applications

Single-nucleotide polymorphisms (SNPs), which make up most of the genetic variation in
the human genome, are single-nucleotide substitutions occurring on, average, 1 every 1000
basepairs along the human genome (see Chapter 19). Much research is now being directed
toward association of specific SNPs with susceptibility to common diseases with the goal of
predicting disease risk and individual response to therapy. These studies will require genotyping
an extensive catalog of SNPs in large populations to identify disease associations. With the
demand for SNP genotyping exploding, innovative technologies that facilitate accurate, simple,
and high-throughput genotyping are essential. Oligonucleotide ligation has significant advan-
tages in this regard. The method has successfully been applied to SNP genotyping using a
semiautomated robotic workstation capable of processing 1200 samples per day, and it is esti-

Table 3
Oligonucleotide Probe Design for K-ras Mutation Analysis

Amino 5'-Oligonucleotide 3'-Oligonucleotide Size
Codona acid (allelic probe)b (common probe)c (bp)d

12-1 G (wt) aaacttgtggtagttggagctg gtggcgtaggcaagagtgc 49 (wt)
S aaacttgtggtagttggagcta 51
R aaacttgtggtagttggagctc 53
C aaacttgtggtagttggagctt 55

12-2 G (wt) ttgtggtagttggagctgg tggcgtaggcaagagtgcc 38 (wt)
D aacttgtggtagttggagctga 41
V aaacttgtggtagttggagctgt 44
A ttgtggtagttggagctgc 46

13-1 G (wt) gtggtagttggagctggtg gcgtaggcaagagtgcctt 62 (wt)
C tgtggtagttggagctggtt 65

13-2 G (wt) tggtagttggagctggtgg cgtaggcaagagtgccttg 58 (wt)
D gtggtagttggagctggtga 60

61-3e Q (wt) tcattgcactgtactcctct tgacctgctgtgtcgagaat 68 (wt)
H tcattgcactgtactcctca 73

aCodon number and mutation position in the codon.
bSynthesized with 5' mobility modifiers (oligomers of PEO).
cSynthesized with a 5' phosphate group and 3' fluorescent label.
dSize in basepairs of ligation products.
eSynthesized in antisense orientation.
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mated with the use of higher-density microtiter plates and multiplexing, the capacity could be
increased to almost 10,000 assays per day (29,30).

3.4. The Future

The unique sensitivity and specificity of oligonucleotide ligation in discriminating single-
nucleotide differences combined with its simplicity and flexibility make it likely that this tech-
nology will continue to develop new adaptations to keep pace with the ever-increasing need for
gene-specific analytic strategies. Promising new applications include the use of padlock probes,
oligonucleotide probes that circularize upon ligation, for in situ genotyping coupled with iso-
thermal rolling circle amplification of these probes, thus circumventing the need for PCR
amplification (13). A spectrum of new formats for detection of ligation products is also
emerging that will provide increased sample throughput and rapid screening for mutation in
large numbers of genes (31,32). Such developments include the addition of unique identifier
sequences to ligation probes for detection by hybridization to oligonucleotide microarrays or
fluoresecent microspheres containing complementary sequences (32). The pace of new innova-
tions in gene-probing techniques will guarantee continued improvement in our ability to diag-
nose and treat disease as well as the elucidation of the molecular mechanisms underlying
diseases.

Fig. 4. Sensitivity of the ligation reaction. Genomic DNA extracted from T24 human blad-
der cancer cells was diluted with normal DNA and analyzed for H-ras mutation in multiplex
amplification–ligation (CAL) reactions. Panel A: Undiluted T24 cell DNA, homozygous for a
G�T transversion (GGC�GTC). T24 and wt DNA in a 1 : 10 ratio (Panel B), a 1 : 100 ratio
(Panel C) and a 1 : 200 ratio (Panel D).
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Quantitative TaqMan Real-Time PCR

Diagnostic and Scientific Applications

Jörg Dötsch, Ellen Schoof, and Wolfgang Rascher

1. Introduction
The invention of real-time polymerase chair reaction (PCR) has revolutionized the quantifi-

cation of gene expression and DNA copy number measurements. However, after the first docu-
mentation of real-time PCR in 1993 (1), it took several years for this method to become a
mainstream tool. PCR generates DNA copies in an exponential way. As soon as resources are
exhausted, however, the so-called plateau phase of PCR reaction is reached, making quantifi-
cation very unreliable. Therefore, quantification appears most reliable in the early exponential
phase of PCR (i.e., in a “real-time” fashion). To ensure measurements in this phase of the PCR
cycle, real-time PCR measures as soon as the threshold of detection is definitely reached. The
cycle of PCR at which this occurs is then named the threshold cycle (2) (see Fig. 1).

It is the objective of this chapter to describe the possibilities of TaqMan real-time PCR for
mRNA and DNA quantification and to discuss pitfalls and alternatives.

2. Principles of TaqMan Real-Time PCR
The use of the TaqMan reaction has been described in a number of original and review articles

(3–5). This approach makes use of the 5' exonuclease activity of the DNA polymerase (AmpliTaq
Gold). Briefly, within the amplicon defined by a gene-specific PCR primer pair, an oligonucle-
otide probe labeled with two fluorescent dyes is created, designated as the TaqMan probe. As
long as the probe is intact, the emission of the reporter dye (i.e., 6-carboxy-fluorescein, FAM) at
the 5' end is quenched by the second fluorescence dye (6-carboxy-tetramethyl-rhodamine,
TAMRA) at the 3' end. During the extension phase of PCR, the polymerase cleaves the TaqMan
probe, resulting in a release of reporter dye. The increasing amount of reporter dye emission is
detected by an automated sequence detector combined with a dedicated software (ABI Prism
7700 Sequence Detection System, Perkin-Elmer, Foster City, CA). The algorithm normalizes the
reporter signal (Rn) to a passive reference. Next, the algorithm multiplies the standard deviation
of the background Rn in the first few cycles (in most PCR systems, cycles 3–15, respectively) by
a default factor of 10 to determine a threshold. The cycle at which this baseline level is exceeded
is defined as the threshold cycle (Ct) (see Fig. 1). Ct has a linear relation with the logarithm of the
initial template copy number. Its absolute value additionally depends on the efficiency of both
DNA amplification and cleavage of the TaqMan probe. The Ct values of the samples are interpo-
lated to an external reference curve constructed by plotting the relative or absolute amounts of a
serial dilution of a known template vs the corresponding Ct values.
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The oligonucleotides of each target of interest can be designed by the Primer Express soft-
ware (Perkin-Elmer) using uniform selection parameters.

3. Reliability and Validation of TaqMan Real-Time PCR
The use of TaqMan real-time PCR for the quantification of gene expression has been shown

to be at least as reliable as the application other quantitative PCR techniques, like competitive
PCR (6,7). Whereas the expression of highly expressed genes like the housekeeping gene glyc-
eraldehyde-3-phosphate is well correlated between the two methods, for the determination of
genes with lower expression like the neuropeptide Y TaqMan PCR is much more sensitive than
competitive PCR (6) (see Fig. 2). In addition, the spectrum of linear measurements for real-
time PCR is in the range of 106, in contrast to 102 in competitive RT-PCR. Finally, a consider-
ably higher number of samples per day can be measured by real-time PCR (up to 400
measurements). In comparison to the Northern blot assessment, only a minimal fraction of
mRNA is necessary to quantify gene expression by real-time PCR (8,9).

RNA can be extracted using standard techniques like commercial RNA isolation kits (e.g.,
RNAzol-B isolation kit; WAK-Chemie Medical GmbH, Bad Homburg, Germany) or conven-
tional phenol–chloroform extraction for DNA (10).

4. Applications for TaqMan Real-Time PCR
A number of applications for TaqMan real-time PCR have been introduced in the last few

years, the most important being the quantification of gene expression. Some of the most impor-
tant applications and potential applications will be discussed below.

4.1. Quantification of Gene Expression

Quantification of gene expression has been facilitated to a considerable degree by the use of
real-time techniques such as TaqMan PCR. This technique has practically replaced less sensi-
tive and more time-consuming methods such as Northern blot or RNAse protection assay. Quan-
titative competitive PCR (7) is less effective and less sensitive as well (6).

Fig. 1. Sketch of the principle of TaqMan PCR for the quantification of gene expression. By
measuring the amplicon concentration in the early exponential phase of the PCR reaction, the
exhaustion of reagents is avoided. (Modified from ref. 3.)
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Crucial aspects in the measurements of gene expression by real-time PCR are the prepara-
tion of RNA especially in samples that only contain small amounts of the specific mRNA, such
as single-cell picking or microdissection (see Subheading 7.). On the other hand, quantifica-
tion can be difficult; in general, housekeeping genes can be applied (e.g., by using duplex
approaches). Alternatively, external standards can be considered (11).

In most cases of mRNA quantification, gene expression has to be related to housekeeping
genes that are expressed relatively stable throughout the cells. In the studies performed on gene
expression in neuroblastomas so far, three different housekeeping genes have been assessed: the
more traditional genes glyceraldehyde-3-phosphate (GAPDH) (6) and β-actin (10) and the neu-
ronal marker protein gene product 9.5 (PGP9.5) (6). One major general difficulty in the use of
housekeeping genes for the determination of mRNA transcript ratios is the possibility that their
expression might also be altered by coexpression of pseudogenes and environmental changes
(e.g., by hypoxia in case of GAPDH) (12). Pseudogenes can be eliminated using primer combi-
nations that are intron spanning. However, unidentified influences cannot be dealt with as eas-
ily. Therefore, we used at least two housekeeping genes for quantification of mRNA expression.
However, this aspect clearly needs further evaluation. In our group, a number of primers and
TaqMan probes have been used for housekeeping gene amplification (6,13) (Table 1).

Fig. 2. Relation of gene expression as assessed by competitive quantitative and TaqMan
real-time PCR. (A) mRNA expression of GAPDH. r = 0.92, p < 0.001. (B) mRNA expression
of NPY. r = 0.87, p < 0.001 (Adapted from ref. 6.)
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4.2. Quantification of Gene Copy Number, Determination of Minimal Residual
Disease, and Allelic Discrimination in Malignant Tumors

4.2.1. MYCN Detection by TaqMan PCR in Neuroblastoma Tissue

DNA copy number, MYCN amplification in neuroblastomas, is of great potential interest
with regard to the prognosis of disease. In fact, in clinical practice, MYCN gene expression
correlates with both advanced disease stage (16) and rapid tumor progression (17).

Several methods have been used for the detection of MYCN detection mainly based on
Southern or dot blot (18,19), on quantitative PCR (20), and on fluorescent in situ hybridization
techniques (21). The use of most PCR methods is restricted, however, by the fact that end-point
measurements are used for quantification. Therefore, Raggi and co-workers (10) introduced a
TaqMan real-time base method for the determination of MYCN amplification in neuroblasto-
mas. The authors demonstrate a precise assay with an interassay coefficient of variation of 13%
and an intraassay coefficient of variation of 11%. The threshold cycle for the detection of
MYCN correlates in an inverse linear way with the logarithm of the input of genomic DNA
molecules. There is a good linear relationship between the MYCN amplification measured by
TaqMan real-time PCR and competitive PCR. Using Kaplan–Meier survival curves, the au-
thors showed that the amplification of MYCN as assessed by TaqMan real-time PCR is closely
linked to cumulative survival, as this had already been demonstrated with several other tech-
niques for the quantification of MYCN amplification.

4.2.2. Minimal Residual Disease

Another important aspect of real-time PCR in the field of oncology is the detection of mini-
mal residual disease that is 100- to 1000-fold more sensitive than traditional methods. As few
as five copies can be detected in one reaction (11), but the maximal input of DNA during
sample preparation is the limiting step. This limitation must, therefore, be considered when
looking for minimal residual disease in malignant diseases such as childhood or adulthood
acute lymphoblastic leukemia (22,23).

Table 1
Primers and TaqMan Probes Used for the Quantification of Human Housekeeeping
Gene Expression

β-Actin Probe CCAGCCATGTACGTTGCTATCCAGGC
Forward GCGAGAAGATGACCCAGGATC
Reverse CCAGTGGTACGGCCAGAGG

GAPDH Probe CCTCAACTACATGGTTTACATGTTCCAATATGATTCCAC
Forward GCCATCAATGACCCCTTCATT
Reverse TTGACGGTGCCATGGAATTT

PBGD Probe CTTCGCTGCATCGCTGAAAGGGC
Forward TGTGCTGCACGATCCCG
Reverse ACACTGCAGCCTCCTTCCAG

HPRT Probe CGCAGCCCTGGCGTCGTGATTA
Forward CCGGCTCCGTTATGGC
Reverse GGTCATAACCTGGTTCATCATCA

β2MG Probe TGATGCTGCTTACATGTCTCGATCCCA
Forward TGACTTTGTCACAGCCCAAGATA
Reverse CCAAATGCGGCATCTTC

Abbreviations: GAPDH: glyceraldehyd-3-phosphate dehydrogenase, PBGD: porphobilinogen deami-
nase, HPRT: hypoxanthine-guanine-phosphoribosyl-transferase, β2MG: β2-microglobulin.

Source: Data from refs. 6 and 13–15.
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4.2.3. Allelic Discrimination and Haploinsufficiency

Various methods have been used to study tumor cytogenetic aberrations in malignant tumors
for clinical decision-making. Initially, conventional cytogenetic techniques were applied. Karyo-
typing by conventional cytogenetics, however, depends on dividing cells, and successful evalu-
ations are often hampered by inferior metaphase quality. Following this, restriction fragment
length polymorphisms (RFLPs), PCR-based microsatellite, and fluorescence in situ hybridiza-
tion (FISH) analyses have been applied to overcome the restrictions of conventional cytogenet-
ics. However, RFLP- and PCR-based microsatellite analyses depend on informative loci in the
region of interest and the need for normal reference DNA of the respective patient, whereas
FISH analyses are sometimes hampered by inferior tissue quality and hybridization probe avail-
ability. The latest technique used for routine detection of cytogenetic aberrations is compara-
tive genomic hybridization CGH (24). CGH has proved to be consecutively applicable to tumor
specimens for the detection of most aberrations known from conventional cytogenetics, but
deletions of smaller DNA regions might be undetectable. Thus, this technique should be used
to prescreen tumor samples for gross cytogenetic aberrations and be supplemented by a TaqMan
PCR-based approach to detect loss or gain of DNA on the single-gene level.

4.3. Pathogene Detection and Quantification

Real-time PCR can be of great benefit in the detection and quantification of pathogens such
as viruses, bacteria, and fungi. The method proves to be useful in the use for environmental
detection (25) and in infected patients.

Several difficulties, however, can occur (11). In contrast to traditional methods of micro-
biology, vital and dead microorganisms are both detected. Second, most infectious organisms
are characterized by a high mutation rate, which might influence the estimation of viral or
bacterial load dramatically (26). Finally, quantification necessitates the use of reliable stan-
dards. This can be achieved by using duplex or multiplex assays (27). To assure permanent
quality and the possibility of comparing results, international standardization will have to be
obtained in the future.

5. Limitations and Pitfalls in the Use of TaqMan Real-Time PCR
The use of TaqMan PCR can be particularly difficult if gene expression at a low level is to

be quantified. One major pitfall in this context is the accidental determination of genomic DNA
when RT-PCR is intended. There are various approaches to meet this problem: It is always
useful to select primer combinations that are intron spanning (2). If there is no possibility to
select intron-spanning primers, RNA samples can be pretreated with DNAse. However, this
measure should not be chosen routinely and can also be deleterious if only small amounts of
RNA are present that are partially destroyed as well (28).

One other difficulty is the high degree of technical expertise that is required to achieve as low
a variation coefficient and as sensitive a measurement as possible. It could be shown that the
degree of technical expertise can alter the gene level that is measured by up to 1000-fold (28).

Because real-time PCR is highly sensitive, the risk of having interference with minor con-
tamination is quite considerable. On the other hand, the risk of false-negative results must not
be underestimated because post-hoc PCR steps are not “visible” to the degree that is provided
by the more traditional methods for gene quantification (11).

6. Alternative Real-Time PCR Methods
There are other methods for real-time PCR not relying on exonuclease cleavage of a specific

probe to generate a fluorescence signal. One of them, the LightCycler System (Roche Molecu-
lar), makes use of so-called “hybridization probes” (29 , 30). Like exonuclease probes, hybrid-
ization probes are used in addition to the PCR primers. However, unlike the first, hybridization
probes combine two different fluorescent labels to allow resonance energy transfer. One of



310 Dötsch, Schoof, and Rascher

them is activated by external light. When both probes bind very closely at the DNA molecules
generated by the PCR-amplification process, the emitted light from the first dye activates the
fluorescent dye of the second probe. This second dye emits light with a longer wavelength,
which is measured every cycle. Thus, the fluorescence intensity is directly correlated to the
extent of probe hybridization and, subsequently, directly related to the amount of PCR product.
A major advantage of the LightCycler is the very short time of the PCR run. However, the
TaqMan system allows one to analyze a higher number of samples at one time and, at least
theoretically, might be more accurate, as there is an internal reference dye to monitor minor
variations in sample preparation.

Apart from exonuclease and hybridization methods for real-time PCR, there are other
options, including hairpin probes, hairpin primers, and intercalating fluorescent dyes. Hair-
pin probes, also known as molecular beacons, contain reverse complement sequences at both
ends binding together while the rest of the strand remains single stranded, creating a
panhandlelike structure. In addition, there are fluorescent dyes at both ends of the molecule: a
reporter and a quencher similar to the TaqMan probes. In the panhandlelike conformation,
there is no fluorescence, as the fluorescent reporter at one end and the quencher at the other end
of the probe are very close to one another (31). As the central part of a molecular beacon
consists of a target-specific sequence, both ends are separated from each other when this part of
the molecule is bound to the PCR product and a fluorescence signal can be emitted from the
reporter dye. Hairpin primers, also named “amplifluor primers,” are similar to molecular bea-
cons, but fluorescence is generated as they become incorporated into the double-stranded PCR
product during amplification. Another very simple technique for monitoring the generation of
PCR product in a real-time fashion is the use of intercalating dyes, such as EtBr and SYBR
green I, which do not bind to single-stranded DNA but to the double-stranded PCR product
(30,32). However, hairpin primers and intercalating dyes do not offer the high specificity of the
probe-based techniques and a positive signal might even be generated by primer dimers.

7. Future Developments
From a diagnostic point of view, one interesting aspect for the future might be the use of

semiautomated or automated real-time devices for the assessment of gene expression and
amplification, putting into consideration the relatively easy and low time-consuming method
of measurement. For diseases such as neuroblastoma, real-time PCR might help to quantify
more prognostic markers like the nerve growth factor receptor (TRKA gene) (33), the expres-
sion of genes involved in multidrug resistance (MDR1 and MRP) (34,35), and genes related to
tumor invasion and metastasis (nm23 and CD44) (36,37). There are first reports on the use of
multiplex real-time PCR, a development that is certainly going to facilitate diagnostic proce-
dure in the next 5 yr (38,39).

From a research point of view, real-time PCR might facilitate the identification of new prog-
nostic markers, because a large number of samples can be processed in a relatively short time
(40,41). Another future application of TaqMan PCR is the confirmation of results obtained by
cDNA microarrays, which will be abundantly used for cDNA screening. Of particular interest
might be the chance to determine gene expression in very few cells using single-cell picking
(42,43). Using this approach, not only can minimal involvement of tumor cells be visualized
but also nonhomogenous distributions in malignant tumor might be monitored with respect to
essential prognostic markers. It is of importance that in situ gene expression after laser capture
microdissection might not only be performed in frozen sections but also from formalin-fixed
and paraffin-embedded biopsies (44).

8. Conclusions
TaqMan real-time PCR provides a reliable technology for the quantification of gene expres-

sion. However, a number of preconditions have to be met for each new marker. First, the sys-
tem parameters reflecting amplification efficiency (slope) and linearity should match the
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minimal requirements. This should include the calculation of the intra-assay and interassay
coefficient of variation with regard to the threshold cycle at which the amplification signal is
detected. Second, the assay itself should be carefully evaluated with regard to a linear relation-
ship between threshold cycle and the logarithm of a serial dilution of a reference sample. Third,
real-time PCR results should be compared with a second, independent method for quantifica-
tion, like quantitative competitive PCR. Finally, it should be assessed whether the results
obtained with regard to clinical outcome represent the experiences obtained with other meth-
ods for gene detection.

Apart from a high degree of precision, practical advantages of real-time PCR are easy han-
dling, rapid measurements, and a broad linear range for the measurements. Whereas competi-
tive PCR only allows for the determination of few samples in one assay, TaqMan real-time
PCR provides the opportunity to measure more than 80 samples at one time in a 96-well plate
together with the control reactions needed.
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Use of Denaturing High-Performance Liquid Chromatography
in Molecular Medicine

Elizabeth L. Rugg and Gareth J. Magee

1. Introduction
The molecular diagnosis of hereditary and somatic disorders is a rapidly expanding field in

modern medicine. Mutations in more than 1500 genes have been found to be associated with
human diseases,* and this figure is likely to rise significantly over the next few years as the
genetic basis of more conditions becomes known. DNA sequencing is still probably the most
widely used and reliable method of detecting gene mutations and sequence variations. How-
ever, it is expensive and time-consuming, and, increasingly, other methods are employed to
screen DNA fragments for sequence variations. For a screening method to be useful, it must be
fast, inexpensive and applicable to most genes. Ideally, it needs to provide information about
the nature and position of a mutation and to minimize exposure of laboratory staff to hazardous
reagents. Many of the protocols currently used fit some of these criteria, but there are few, if
any, that fulfill all.

Mutation detection can involve the confirmation of predetermined mutations or the identifi-
cation of unknown genetic lesions. For some conditions, a small number of mutations are
responsible for the majority of disease cases and screens are often used to identify these com-
mon variations. For other conditions, most mutations might be specific to each case and it
might be necessary to screen multiple genes to be sure of identifying the pathogenic lesion. The
type of mutation is an important consideration in deciding the best method of mutation detec-
tion. For example, some congenital disorders and cancers are caused by large chromosomal
deletions or rearrangements and techniques such as fluorescence in situ hybridization would be
the method of choice rather than DNA sequencing. Many inherited disorders result from single-
nucleotide substitutions or small insertions/deletions and methods employed to identify these
must be sensitive enough to detect these small alterations.

Denaturing high-performance liquid chromatography (DHPLC) is one of many techniques
that have been developed to screen genes for sequence variations. Depending on the mode of
operation, DHPLC can be used to detect single-nucleotide substitutions or small insertions or
deletions in double-stranded DNA fragments as well as analyze and purify single-stranded
nucleic acids [reviewed by Xiao and Oefner, 2001 (1)]. Although DHPLC can identify DNA
fragments that contain sequence variations, additional methods (usually DNA sequencing) are
required to confirm the precise nature of the mutation.

Denaturing HPLC is a form of ion-pair reversed-phased chromatography in which nucleic
acids can be bound to a hydrophobic column [usually poly(styrene-divinylbenzene particles)]

*Estimated from information available at http://www.ncbi.nlm.nih.gov/LocusLink.
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via an intermediary such as triethylammonium acetate (TEAA). The affinity of this interaction
is dependent on size, nucleotide composition, and column temperature. An increasing gradient
of an organic solvent, usually acetonitrile, is passed over the column and gradually removes the
TEAA, leading to the release of bound DNA (or RNA) from the column. After being eluted, the
DNA can be detected via ultraviolet (UV) absorbance or, if the DNA has been labeled, fluores-
cence. Under nondenaturing conditions (i.e., column temperatures at which double-stranded
DNA remains fully paired), the interaction is almost completely dependent on fragment size.
Working in this mode, it is possible to accurately size and quantify PCR fragments (2,3). At
high column temperatures, double-stranded DNA is completely denatured into single strands
and elution from the column is dependent on both size and sequence. Oefner demonstrated that
for short fragments (< 30 nucleotides), it is possible to separate all oligonucleotides differing
by a single base and that for larger fragments (up to at least 60 nucleotides), all possible substi-
tutions can be detected with the exception of a C to G transversion (4). For most purposes,
DHPLC is performed under partially denaturing conditions. In this mode, a temperature is
chosen at which double-stranded DNA containing a mismatch starts to dissociate while com-
pletely matched DNA remains as a double strand. DNA containing a mismatch has a slightly
lower affinity for the column because it makes fewer ion-paring bonds with the hydrophobic
column and will elute before the fully paired DNA (see Fig. 1). Typically, single-nucleotide

Fig. 1. Schematic diagram of the DHPLC analysis. (A) The double-stranded DNA is bound
to a hydrophobic column through an intermediary such as TEAA. Fully paired DNA binds
more efficiently than DNA containing a mismatch. As an increasing gradient of an organic
solvent such as acetonitrile is flushed over the column, the TEAA is removed and the DNA
eluted. DNA containing the mismatch is eluted earlier in the gradient than fully paired DNA.
(B) Schematic diagram of the DHPLC profile generated by a fully paired sample (top) that
elutes as a single peak and a fully resolved sample containing a DNA mismatch (bottom). In the
lower trace, the two mismatched alleles can be seen to the left as a double peak, with the two
homoduplex species resolving as a doublet to the right.
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mismatches can be reliably detected in DNA fragments of 300–400 nucleotides (5,6), although
much higher detection limits (up to 1500 bp) have been reported (7).

2. DHPLC Analysis: Practical Considerations
2.1. Amplification of DNA Fragments

The basic steps involved in DHPLC analysis are outlined in Fig. 2. The first step is poly-
merase chain reaction (PCR) amplification of DNA fragments from the gene of interest (see
Chapter 6). The sensitivity of DHPLC is dependent on fragment size and nucleotide composi-
tion. Ideally, the fragments should be between 200 and 500 basepairs (bp) and have a single-
domain melting temperature. The melting temperature is the temperature at which
double-stranded DNA dissociates into single strands. DHPLC analysis relies on the fact that
the melting temperature of mismatched (heteroduplex) DNA is lower than correctly paired
(homoduplex) DNA. The temperature for the analysis should be such that the DNA melts at the
point of the mismatch to produce a single-stranded “bubble,” but the temperature is below that
at which the whole DNA fragment melts (see Fig. 1). The melting temperature for a particular
fragment can be predicted using software applications such Wavemaker™ (Transgenomic Ltd,
Crewe, UK) or Melt (http://insertion.stanford.edu./melt.html). Empirical testing shows that not
all mutations are resolved by analysis at the predicted melting temperature. However, a number
of studies suggest that all mutations can be detected by repeat analysis at 2°C above and below
the predicted melting temperature (8,9). In practice, this means that samples that elute as a
single peak should be reanalyzed at different temperatures to be sure of identifying all sequence
variations.

The choice of the PCR enzyme is important in order to minimize the introduction of sequence
variations during PCR amplification, and a polymerase with proofreading capabilities should
always be used. In addition, DHPLC columns are expensive and some PCR buffer additives
can be detrimental and reduce the life-span of the column. Polymerases such as Optimase™

Fig. 2. The steps involved in DHPLC analysis of a gene fragment. The time for analysis
varies depending on the sample, but the complete process, including PCR amplification, nor-
mally takes about 3 h with the actual DHPLC analysis taking less than 10 min per sample. The
identity of a mutation is usually determined by DNA sequencing.



318 Rugg and Magee

(Transgenomic Ltd, Crewe, UK), Amplitaq Gold (Applied Biosystems, Warrington, UK), and
Hot StarTaq (Qiagen, Crawley, UK) are compatible with the Wave™ system. Oil should never
be used with samples destined for DHPLC analysis.

2.2. Heteroduplex Enrichment
To maximize the chances of detecting a sequence variation, it is necessary to enrich the

sample for heteroduplex DNA. This is achieved by completely denaturing the PCR fragment
and then allowing it to slowly reanneal (see Fig. 3). The sample will then comprise equal
amounts of four species; two homoduplexes and two heteroduplexes. In cases of recessive
disease, where the sample is expected to be homozygous for a mutation, heteroduplexes can be
artificially produced by mixing the PCR fragment from the patient sample with an equal amount
of PCR fragment generated from wild-type DNA.

2.3. Equipment and Running Costs
The WAVE system (Transgenomic, Ltd, Crewe, UK) is currently the only commercial sys-

tem available that has been specifically developed for DHPLC analysis. After an initial outlay
for the purchase of the equipment, there are few running costs, and, importantly, no further
treatment of PCR-amplified DNA fragments is necessary before analysis, other than enriching
for heteroduplexes. It has been estimated that DHPLC analysis of a PCR fragment is around 8
times faster and 10 times less expensive than direct sequencing (5).

2.4. DHPLC Analysis of “Nonideal” Fragments
Although one should try to meet the optimum conditions for DHPLC, this is not always

possible. For example, it might not be possible to generate a PCR fragment of ideal size or with
a single melting domain. In such cases, empirical testing is required to determine if DHPLC is
suitable for a particular analysis. Fragments with multiple melting domains can be analyzed but
often require DHPLC analysis at more than one temperature. An example of the successful
analysis of a “difficult” sample is illustrated in Subheading 2.5.

2.5. A Case Study: DHPLC Identification of Sequence Variations in KRT 14
Mutations in KRT14, the gene encoding keratin 14, cause the inherited blistering disorder

epidermolysis bullosa simplex. This can be a severe condition and there is demand from patients

Fig. 3. A schematic diagram showing the process of heteroduplex enrichment. This step is
important to maximize the chances of detecting sequence variations. PCR amplification gener-
ates homoduplexes and it is important that these be completely dissociated and heteroduplexes
allowed to form.
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for prenatal diagnosis. Approximately 25% of mutations causing the severest disease are single-
nucleotide substitutions in exon 1 of KRT14, with the remaining pathogenic mutations occur-
ring in other regions of KRT14 or another keratin gene KRT5. A screen that is able to rapidly
identify sequence variation in exon 1 of KRT14 would speed up the identification of pathogenic
mutations and reduce the amount of DNA sequencing required. Specific amplification of exon
1 of KRT14 is complicated by the existence of a pseudogene with high sequence homology to
the expressed gene, which restricts the choice of PCR primers. Previous studies have demon-
strated that a 967-bp fragment can specifically be amplified without amplification of the
pseudogene; however, this fragment contains a number of polymorphic sequence variations
that preclude screening by established methods such as a single-strand conformation polymor-
phism analysis (10). In addition, analysis of the DNA sequence of this fragment using
Wavemaker™ software suggests that there are at least three different melting temperature
domains of approximately 60°C, 63°C, and 65°C within this fragment (see Fig. 4A). Despite
the fact that the data suggest that this fragment of the KRT14 is not suitable for DHPLC analy-
sis, empirical testing revealed that reproducible DHPLC profiles could be obtained that distin-
guished between all sequence compositions tested (see Fig. 4B–D). Analysis of the fragment at
a single temperature of 65°C was sufficient to discriminate between different polymorphic
variants and identify the new mutations against a polymorphic background.

3. Clinical Applications of DHPLC
The screening of genes for sequence variations can be carried out for a number of reasons.

There is an increased demand from individuals with identified inherited disorders to know the
exact nature of their genetic lesion. This might be simply for personal information and reassur-
ance or because they wish to take steps to avoid passing on the affected gene to future genera-
tions by having preimplantation or prenatal testing. Individuals with no disease but with a
family history of a recessive disorder might wish to determine if they carry a copy of a disease
gene. Genetic testing is also used by the clinician for differential molecular diagnosis of condi-
tions that present with similar phenotypes, to predict the likelihood of individuals developing
adult-onset disorders such as Huntington’s disease or Alzheimer’s disease, or to assess the risk
of developing adult-onset cancers. The remainder of this chapter gives examples of some of the
many applications of DHPLC in molecular medicine. Additional applications in genotyping
and mutation detection are described in recent reviews (1,11).

3.1. Diagnosis of Inherited Disorders

Denaturing HPLC is most widely used to screen for pathogenic mutations causing inherited
disorders and has become a routine method in many clinical genetics laboratories. Its success
lies in its relative simplicity and the fact that the same platform can be used to detect many
different types of mutation. A direct comparison between DHPLC and fluorescent single-strand
conformation polymorphism (F-SSCP) analysis found the two methods to have similar speci-
ficity, and although DHPLC was marginally less sensitive, this was offset by the high through-
put of DHPLC (12).

The first gene to be analyzed for mutations using DHPLC was CACNA1A. Mutations in this
gene cause familial hemiplegic migraine and episodic ataxia type-2 (13). Since then, DHPLC
has been used to screen more than 300 genes for sequence variations associated with a wide
range of inherited disorders. These include many common conditions such as hemophilia (14–
17), cystic fibrosis (8,18–23), and deafness (9,24–27), as well as rarer disorders such as heredi-
tary neuropathies (28) and a number of skin diseases (10,24,29–33). A full list of genes and
disorders analyzed by DHPLC to date can be found at http://insertion.stanford.edu/
human_genes_DHPLC.

Hearing loss is the most common sensory disability in humans and a significant proportion
of cases (>50% in the developed world) are genetic in origin. More than 100 genes are believed
to be involved in various forms of deafness, and although only some of the genes have been
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Fig. 4. (A) Melting temperature profile of a fragment of KRT14 determined using the
Wavemaker program (Transgenomic). Note the different melting domains indicated by the
arrows. This fragment is predicted to melt at three different temperatures. (B–D) DHPLC analy-
sis of a fragment of KRT14 that is frequently mutated in patients with epidermolysis bullosa
simplex. This fragment of DNA is contains seven polymorphisms, and in the UK population,
these segregate into two common haplotypes (A and B). The solid lines show DNA amplified
from a normal individual and the dashed lines are the profiles from patients with known patho-
genic mutations in this fragment of KRT14. (B) The profiles that result from individuals homozy-
gous for the A allele; (C) individuals homozygous for the B allele; (D) individuals heterozygous
for A and B. The DHPLC profiles are different in each case and normal samples with the
haplotypes AA, AB, and BB could easily be distinguished from each other. These profiles are
reproducible from run to run and between different individuals. The profiles are altered when a
mutation is present in the samples and the new profiles are different from the existing profiles.
These results demonstrate the sensitivity of DHPLC to sequence variations and the ability to
discriminate between single-nucleotide variations on a polymorphic background.
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identified, mutation screening is becoming an important method of diagnosis and carrier detec-
tion. The identification of the underlying genetic lesions is important in order that appropriate
genetic counselling can be provided. Approximately 50% of recessive nonsyndromic heredi-
tary deafness is caused by mutations in the GJB2 gene, which encodes the gap-junction protein
connexin 26 (34). GJB2 is a small gene that is relatively easy to sequence; however, because of
the time and expense of DNA sequencing, it is usually more cost-effective and labor-efficient
to identify samples with sequence variations prior to sequencing. A variety of methods have
been employed to screen for GJB2 mutations, including single-strand conformation polymor-
phism analysis, denaturing gradient gel electrophoresis, and various allele-specific PCR and
oligonucleotide-binding protocols, but all of these methods are either limited in sensitivity or
are so specific that a separate assay has to be developed for each mutation. The suitability of
DHPLC to screen DNA from patients with hearing impairment for mutations in GJB2 has been
assessed in two recent studies (9,26). Both studies concluded that DHPLC provided a rapid and
reliable method of scanning for mutations in this gene.

Many inherited disorders are genetically heterogeneous, and DHPLC is a particularly useful
method for screening samples when mutations in different genes can cause the same condition.
For example, Charcot–Marie–Tooth neuropathy is an inherited neuropathology, which can be
caused by mutations in at least nine genes. Although there is some phenotype/genotype corre-
lation, many patients present with a range of overlapping symptoms that are often difficult to
distinguish from acquired neuropathies. The identification of the underlying genetic lesion is
extremely useful for differential diagnosis of these various disorders. Takashima and colleagues
used DHPLC to screen four of the genes (PM22, MPZ, GJB1, and ERG2) that are frequently
mutated in this condition (28). They directly compared DHPLC analysis with DNA sequencing
and found that, under optimal conditions, all fragments that contained sequence variations iden-
tified by DNA sequencing were also identified by DHPLC. In addition, they found two muta-
tions by DHPLC that were not identified by the automated sequencing analysis program,
although visual analysis of the sequence traces suggested their presence. These mutations were
confirmed by restriction enzyme digestion, demonstrating that in some situations, DHPLC is
more sensitive than sequencing (28).

Denaturing HPLC has been applied to the identification of mutations underlying several
skin disorders. Again, this technique has proved particularly valuable where there is a need to
screen several genes. For example, epidermolysis bullosa (EB) is a group of related skin fragil-
ity conditions caused by mutations in 10 different genes. Although detailed phenotypic analy-
sis of the patients often gives an indication of which particular gene is affected, some forms of
EB result from mutations in more than one gene, necessitating analysis of multiple genes. Even
when the condition can be easily ascribed to a single gene, as is usually the case for dystrophic
epidermolysis bullosa, screening is required because of the large size of the COL7A gene.
DHPLC provides a simple, rapid, and accurate means of achieving this screen (31). DHPLC
has also been used to screen patients for mutations in KRT9 which cause epidermolytic
palmoplantar keratoderma (10). In this case, identification of the mutations was used to pro-
vide molecular confirmation of the disorder and differential diagnosis from the more serious
condition, tylosis, which is associated with esophageal cancer.

As well as identifying pathogenic mutations, DHPLC can also be used to confirm that an
identified novel sequence variation is likely to be the pathogenic mutation and not a polymor-
phic variation. Common polymorphisms are defined as sequence variations that occur at a fre-
quency of 5% or more in the population. To exclude the possibility that a sequence variation is
a common polymorphism, it is necessary to screen at least 100 chromosomes (50 DNA samples)
from unaffected, unrelated individuals from the same genetic background as the affected indi-
vidual. Many methods have been employed for screening and often they are specific for the
particular mutation. For example, if a mutation alters a restriction enzyme site, then it is pos-
sible to screen samples for the presence or absence of the site. In many cases, no restriction site
is altered and it is necessary to use other screening methods such as allele-specific PCR or
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PCR-mediated site-directed mutagenesis. Development of these screens can be time-consum-
ing and expensive. DHPLC offers a rapid and reliable alternative method of screening (10).

3.2. DHPLC for the Detection of Mosaicism

Mosaicism arises when a mutation occurs early in development and the cells arising from
the mutated cell carry the mutation. The degree to which mosaicism is evident in an individual
depends on the disease phenotype and might not be obvious. If cells giving rise to sperm or ova
are affected, it is possible that offspring might have the full-blown condition and this has impli-
cations for genetic counseling. It can be difficult to detect the genetic lesion in individuals with
mosaicism, even when the disease is apparent, because only a proportion of the cells carry the
mutation. In these cases, DNA sequencing invariably results in a normal sequence. Studies in
which DNA samples containing known sequence variations have been mixed in varying pro-
portions suggest that DHPLC is capable of detecting mutant alleles when they are as low as 1 :
30 (3.25%) of the total DNA (35). Jones and colleagues demonstrated in three cases of tuberous
sclerosis that abnormal DHPLC profiles were the result of low-level mosaicism in TSC1 or
TSC2 (36). In two of these cases, the proportion of mutant allele in the sample was less than
10%, demonstrating the sensitivity of DHPLC to the presence of heteroduplexes. In all three
cases, DNA sequencing of PCR fragments failed to detect any abnormality and the mutation
could only be identified following analysis of cloned fragments. DHPLC traces should be con-
sidered as indicative of sequence variations; these can be caused by PCR artefacts, but could
also indicate mosaicism.

3.3. Cancer

The ability of DHPLC to detect the mutation’s sequence variations against a varying back-
ground of the normal alleles has applications for the early detection of cancers. It is well recog-
nized that an early diagnosis of a tumor is associated with a better long-term outcome. Some
genes, such as the tumor suppressor gene p53, are mutated in a high proportion of tumors and
there is evidence that mutations in this gene are associated with a poor prognosis. DHPLC has
been used to screen a range of tissues for somatic p53 mutations, including ovarian tumors
(37), colorectal carcinomas (38), lymphomas (39), and leukemia (35). Keller et al. determined
the sensitivity and specificity to be in the range of 95% for detecting p53 mutations in colorectal
tumors (38). In a recent study that directly compared mutation detection by DHPLC with dena-
turing gradient gel electrophoresis, DHPLC was found to be slightly less sensitive for detecting
TP53 mutations than DGGE in a range of tumor samples. However, it was still more sensitive
than sequencing and faster and far less hazardous than DGGE (40).

Denaturing HPLC has also been used to screen genes for sequence variations that predispose
individuals toward developing cancers and other late-onset conditions (see http://
insertion.stanford.edu/human_genes_DHPLC for a complete list of publications). Screening
for such predisposing gene mutations often involves a large number of samples, and techniques
such as DHPLC are particularly attractive because of their high throughput and low cost. For
example, heterozygous mutations in the ATM gene are associated with a higher risk of develop-
ing breast cancer in women (41). DHPLC had been used by many laboratories to screen for
mutations in this gene and, recently, Bernstein and colleagues carried out a study demonstrat-
ing the feasibility of using DHPLC for multicenter screening (42).

3.4. Mitochondrial DNA

In recent years, it has become apparent that mutations in mitochondrial DNA (mtDNA) as
well as nuclear DNA can result in clinical disorders (43). Mitochondrial disorders are associ-
ated with a wide range of phenotypes that can affect any of the body’s systems and can vary
markedly both between and within families. Each cell in the human body contains between 100
and 10,000 copies of mtDNA and individuals with pathogenic mutations in mtDNA are usually
heteroplasmic (i.e., they have a mixture of wild-type and mutant mtDNA). The proportion of
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wild-type and mutant mtDNA can vary across tissues and between cells within the same tissue,
making it difficult to screen for mutations. The sensitivity and specificity of DHPLC to screen
for mutations in mtDNA was first validated by van den Bosch et al., who demonstrated that
known mutations could be detected in samples of varying heteroplasmy with a sensitivity as
low as 0.5% (44). The same study also demonstrated the feasibility of using DHPLC to screen
the entire mitochondrial genome of patients suspected of mitochondrial disease and identified
the underlying mutations in three out of six cases.

3.5. Forensic Medicine

There are a small number of articles describing the use of DHPLC for forensic identification
and it is likely that as DHPLC becomes more established, its application in this area will
increase. Shinka and colleagues have used DHPLC to analyze the amelogenin gene and have
developed a rapid assay to determine the presence of X and Y chromosomal by DHPLC. This
could be applied to many different areas, including forensic medicine, prenatal diagnosis, ani-
mal breeding, and anthropology (45).

Analysis of hypervariable regions of mtDNA is frequently used in forensic genotyping.
Mitochondrial DNA tends to be more stable than nuclear DNA, and because of its high copy
number per cell, it is a particularly useful target for analysis when samples are limited. How-
ever, forensic DNA samples are often a mixture from two or more individuals and DNA
sequencing often gives ambiguous results. In a recent study, LaBerge and colleagues demon-
strated that DHPLC is a reliable method for detecting mtDNA variations in forensic samples
(46). They also presented evidence that it is possible to separate the homoduplexes and hetero-
duplexes allowing accurate sequencing of the individual products. It remains to be established
if this will be reliable enough to meet the high standards required for forensic science.

4. Summary
Denaturing HPLC is a low-cost, rapid, specific, and sensitive method for mutation detec-

tion. It can be applied to a wide range of conditions and has become established as a method of
choice for the identification of DNA mutations in many inherited disorders. An emerging fea-
ture of DHPLC analysis is the ability to detect sequence variations in samples where the
stochiometry of the alleles is not 1 : 1, such as in somatic tumors, mosaicism, and mitochon-
drial disease. In these cases, DHPLC is frequently more sensitive than DNA sequencing.
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Quantitative PCR

David Sugden

1. Introduction
Commonly used methods to quantify RNA and DNA include Northern and Southern blot-

ting, RNase protection assays, and in situ hybridization (see Chapter 29). Because these meth-
ods analyze nonamplified RNA or DNA, they are of low sensitivity and require relatively large
amounts of nucleic acid. Another method, thousands of times more sensitive than these tradi-
tional techniques, combines reverse transcription (RT) and the polymerase chain reaction
(PCR). Although RT-PCR is an exquisitely sensitive and specific technique, obtaining quanti-
tative data presents a difficult challenge (1–4).

The goal of all quantitative PCR methods is to determine the initial number of molecules of
a given target from the amount of product generated during PCR. A major obstacle to achieving
this goal is the exponential nature of PCR itself. Under ideal conditions, when the reaction
efficiency is 100% (i.e., E=1), the amount of product generated increases exponentially, dou-
bling with each cycle of PCR. In practice, the efficiency of amplification can be considerably
less than this and can vary substantially. Reaction efficiency depends on many factors, includ-
ing the primer sequences, the length of the amplicon and its GC content, and sample impurities
(5). These factors affect primer binding, the melting point of the target sequence, and the
processivity of the Taq DNA polymerase. Importantly, amplification of the same sequence in
replicate tubes using the same PCR program can give different efficiency values (e.g., 0.8–
0.99) even when a master mix of reaction components is used (6). This occurs because of small
sample-to-sample differences in cycling conditions, which lead to small variations in reaction
efficiency. Because of the exponential nature of PCR, this results in substantial differences in
product yield as the reaction progresses. Tube-to-tube variation in reaction efficiency can be
significant and unpredictable. A difference in efficiency of as little as 5% between two samples
with the same initial copy number can result in one sample having twice as much product after
26 cycles of PCR (7).

Another difficulty in obtaining quantitative data is that there is a linear relationship between
the number of target molecules present in a sample at the start and at the end of the PCR
reaction only during the exponential phase of PCR. During PCR, product accumulates expo-
nentially initially, but then slows as the concentration increases to such an extent that
reassociation of sense and antisense product strands competes with primers for further anneal-
ing and extension. Additional factors that can contribute to this “plateau” effect include the
accumulation of polymerase inhibitors and a loss of Taq activity (8).
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2. RT-PCR Quantification Strategies
Quantitative PCR methods have been devised that use equipment and techniques common to

most molecular biology laboratories (a PCR block, agarose gel electrophoresis, densitometry
analysis). These methods endeavour to overcome the difficulties of tube-to-tube variation in
efficiency and the limitations imposed by the need for measurement during the exponential
phase of PCR. Often, these “end-point” methods separate the amplicon from other reaction
components by agarose gel electrophoresis and quantitate by staining with ethidium bromide
(EtBr) (9) or another intercalating fluorescent dye such as SYBR green I (10). Measurement of
incorporated radiolabeled nucleotides or primers followed by autoradiography or
phosphoimaging, and hybridization-based strategies such as Southern blotting using radiola-
beled amplicon-specific probes have also been used. In order to ensure that quantitation occurs
during the exponential phase, it is necessary to sample and analyze the product every cycle or
to run multiple serial dilutions of each cDNA.

Some assays have been developed that coamplify the target gene and an endogenous gene as
an internal standard. Common endogenous standards include housekeeping gene mRNAs such
as β-actin or glyceraldehyde-3-phosphate dehydrogenase (GAPDH) (11–13) and 28S riboso-
mal RNA (14). The endogenous standard is amplified using a second pair of gene-specific
primers. Reactions can be run in separate tubes, but tube-to-tube variation remains a problem,
or in the same tube, in which case it is essential that the primer pairs function truly indepen-
dently—a condition that can be difficult to achieve. Because the endogenous standard and tar-
get RNA in each sample are processed together throughout the experiment, differences in RNA
and cDNA synthesis yield are minimized. The ratio of target to endogenous standard produced
can be compared between samples in order to measure relative changes in gene expression. To
be reliable, the expression level of the endogenous control should not vary between samples.
Unfortunately, few genes are expressed in a strictly constitutive manner, including β-actin (15)
and GAPDH (16). In addition, it is often difficult to ensure that the reaction is analyzed during
the exponential phase, as the mRNA for many endogenous standards is abundant and accumu-
lation of the endogenous standard amplicon can reach a plateau in relatively few cycles, per-
haps before the target amplicon can even be detected.

3. Competitive RT-PCR
Another approach is competitive RT-PCR, which has the important advantage that it is not

necessary to analyze products only during the exponential phase of PCR (17). In this method,
an internal standard that shares the same primer sequences as the target is amplified in the same
tube, leading to competition for reagents. The best internal standard is an exogenous RNA that
is spiked into the tissue RNA. Internal standard and target RNAs are then reverse transcribed in
the same reaction, allowing a control for varying RT efficiency. Great care must be taken with
RNA standards because of the well-known susceptibility of RNA to degradation. Alternatively,
an exogenous DNA added prior to PCR can be used as an internal standard. Such internal DNA
standards can be homologous or heterologous. A homologous competitor is designed to have
the same sequence as the target except for a unique restriction site or a small deletion (or inser-
tion), thus allowing target and competitor amplicons to be easily separated by agarose gel elec-
trophoresis and quantified after PCR. One problem with this type of competitor is that during
the later stages of PCR when the concentrations of target and competitor products are high,
heteroduplexes can form between target and competitor strands. These heteroduplexes run on
an agarose gel at an intermediate size and can complicate quantitation of genuine target and
competitor bands. A heterologous competitor is one that shares the target primer sequences but
contains a completely different intervening sequence. Heterologous competitors can be made
easily for any primer pair simply by low-stringency amplification of DNA of an evolutionarily
distantly related species (18). The resulting multiple products are separated by agarose gel
electrophoresis and a band differing in size from the target by approx 25% is selected and
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purified. It is important to confirm that the putative competitor DNA only amplifies when both
forward and reverse primers are present. The quantity of competitor cut from the gel and puri-
fied can be assessed by densitometry by running an aliquot(s) alongside markers of known size
and amount. Products of suitable size that are easily visible by EtBr staining will contain more
than enough copies of competitor for many hundreds of assays (e.g., 10 ng of a 300-bp com-
petitor is approx 3 × 1010 copies). Competitors can also be cloned to generate even larger
amounts that can be quantitated by spectrophotometry. Because the internal standard and target
use the same primer sequences and generate amplicons of similar size and composition, they
should be amplified with the same efficiency. This should be checked in preliminary experi-
ments by sampling the reaction during the exponential phase and analyzing products by EtBr-
agarose gel electrophoresis.

In competitive PCR, a series of tubes containing a fixed amount of tissue or cell cDNA are
set up with varying amounts of the competitor (see Fig. 1). The greater the initial concentration
of competitor, the more likely it is that the primers will bind to and amplify it rather than the
target cDNA. Gel electrophoresis separates target and competitor products at the end of the
reaction and the intensity of each is quantified. Because target and competitor have been ampli-
fied in the same tube, any potential tube-to-tube variations in reaction conditions are controlled.
A graph of the logarithm of the ratio of target amplicon intensity/competitor amplicon intensity
vs concentration of competitor spiked into the reaction is linear. The concentration of target can
be determined from this graph, as the logarithm of the ratio of target amplicon intensity/com-
petitor amplicon intensity is zero when the concentration of target and competitor are equal at
the start of PCR (see Fig. 2).

Competitive RT-PCR ingeniously circumvents some of the substantial problems in making
PCR quantitative. However, substantial practical problems remain. First, all competitive PCR
assays are very labor intensive, unsuited to high throughput, and expensive. Several PCR tubes
must be set up with varying concentrations of competitor (five to six is typical) for each sample
to be measured, and post-PCR processing is required for all reactions. Second, densitometry of
EtBr-stained gels typically gives an accurate measure of the target/competitor amplicon ratio
between 0.1 and 10, allowing a limited dynamic range to the assay (maximum 100-fold). If the
concentration range of competitor selected is inappropriate for a given target sample, a new
series of reactions must be run. Third, although RNA competitors control for variations in RT
efficiency between samples, they are labile and not suited for long-term storage, and if the
concentrations that are spiked into the target sample prior to RT are inappropriate (see above),
then new tissue or cell samples must be collected. DNA competitors added prior to PCR have
the advantage that the same cell or tissue cDNA sample can be used to measure the expression
of multiple genes.

4. Real-Time PCR
Techniques like competitive RT-PCR, which rely on “end-point” analysis of amplicon quan-

tity have largely been superseded in the last few years by the development of novel PCR instru-
ments that combine amplification with fluorescence detection and quantitation of product. Such
instruments provide cycle-by-cycle measurement of accumulating product in real time, allow-
ing the entire course of the PCR process to be accurately defined, enabling reproducible deter-
mination of starting template concentration. Real-time PCR assays have many advantages.
These include a very large dynamic range (up to 8 log units), high throughput, and a very high
sensitivity, with a typical assay able to measure as little as 10 copies of an amplicon. Further-
more, real-time PCR assays have high precision—interassay and intraassay coefficients of
variation are < 10% when measuring only 100 copies. Assays are run in a closed-tube system
and no handling or manipulation of PCR products is required, minimizing the risk of cross-
contamination between samples. A variety of fluorescence detection strategies have been
developed, including sequence-specific methods, which have the potential for multiplex assays
to measure two or more products in a single tube.
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Fig. 1. Diagram showing the competitive RT-PCR procedure.

5. Detection Chemistries
5.1. SYBR Green

SYBR green I is a minor groove DNA-binding dye (19). In solution (i.e., not bound to
DNA), its fluorescence is low; on binding to double-stranded DNA, fluorescence increases (see
Fig. 3). Of the detection chemistries available for real-time PCR, it is the least expensive, not
requiring the synthesis of a target-specific probe, and can be used with any pair of primers.
Thus, it is particularly useful in developing a real-time quantitative assay when primers are
already available that are known to generate a single product with high yield. In such circum-
stances, we have found it generally possible to develop a real-time assay very quickly, using
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the annealing temperature already optimized in “regular” PCR and the reagents provided in
various SYBR green I kits. Recent kits include a hot-start Taq, which must be activated in a
preliminary step (e.g., QuantiTect, Qiagen; FastStart, Roche Applied Science), allowing reac-
tion setup on the bench, and a reaction buffer formulation that dispenses with the need to opti-
mize the concentration of Mg2+ in the reaction. As the PCR progresses, increasing amounts of
SYBR green I bind to the double-stranded amplicon, giving an increase in fluorescence that is
proportional to the concentration of the product. As SYBR green I fluoresces when bound to
double-stranded DNA, fluorescence is measured once each cycle at the end of each elongation
step. Real-time assays using SYBR green I are as sensitive as those using any of the sequence-
specific fluorescent detection strategies.

One potential drawback to using SYBR green I is that it will detect not only the specific
target but also nonspecific products, including primer–dimers. However, in our hands this has
not proven to be a difficulty if sufficient care is taken in designing specific primers (as it should
be in any PCR). In any case, it is possible to achieve additional specificity and to verify the

Fig. 2. Example of competitive RT-PCR assay. (A) EtBr-stained agarose gel showing com-
petitor (650 bp) and target (rat adenylate cyclase 3, AC3; 443 bp). A constant amount of cDNA
(equivalent to approx 2000 cells) was coamplified with a threefold serial dilution of known
amounts of competitor (1.6, 5.4, 16.2, 53.7, 162.2 ng) for 40 cycles using AC3-specific prim-
ers. (B) The ratio of competitor product/AC3 target product was determined by densitometry
and the linear regression line drawn (r2=0.979, p < 0.005). The amount of AC3 present in the
cDNA sample can be calculated from the regression equation and is equal to the concentration
of competitor giving a ratio of target/competitor product = 1 (log=0).
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identity of the product in each amplified sample by using the melting analysis function avail-
able on many real-time instruments. At the end of amplification, the temperature is lowered to
5°C above the annealing temperature. This allows all double-stranded products to anneal and
SYBR green I to bind, giving maximum fluorescence. The instrument is then programmed to
increase temperature slowly (0.1°C/s) while continuously monitoring the fluorescence signal.
If a single product has been generated during PCR, fluorescence will fall dramatically, as all
the identical amplicon molecules denature as their melting temperature is reached. The first
negative derivative (–dF/dT) is plotted against temperature by the instrument software, and a
single peak is generated for a single-amplicon species. If primer–dimers have been generated,
these will typically melt at a lower temperature, as they are much shorter than the genuine
product. Having established the melting temperature (Tm) of the genuine amplicon, the ampli-
fication step of the real-time assay program can then be modified to include an additional heat-
ing step to a temperature 2–3°C below the product Tm before acquiring fluorescence. In this
way, fluorescence as a result of primer–dimers is eliminated, whereas that produced by the
genuine amplicon is collected.

5.2. Hydrolysis or TaqMan Probes

Hydrolysis probes (also known as TaqMan probes) exploit the 5'�3' exonuclease activity of
the Taq DNA polymerase used for amplification of the template (20). In addition to the specific
sense and antisense primers that define the ends of the amplicon, a third target-specific oligo-

Fig. 3. Use of SYBR green I to detect accumulating amplicons in real-time quantitative
PCR. SYBR green I shows a large increase in fluorescence on binding to the double-stranded
amplicon.
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nucleotide is included in the reaction mix. This oligo has a 5'-fluorescent reporter dye, such as
FAM (6-carboxyfluorescein) and a quencher dye such as TAMRA (6-carboxytetrameth-
ylrhodamine) bound to the 3' end of the probe through a linker. In the absence of the specific
amplicon, the fluorescence emission of the 5' reporter dye is quenched by the 3' dye. When the
specific amplicon is generated, the probe anneals after the denaturation step and remains
hybridized while the polymerase extends the primer until the enzyme reaches the hybridized
probe. As the 5' exonuclease activity of the Taq is double-strand-specific, the polymerase
hydrolyzes the 5' reporter, freeing it from the quenching effect of the 3' dye (see Fig. 4).
Thus, the fluorescence emission of the reporter dye increases with each PCR cycle, reflecting
the accumulation of the specific product. As the labeled probes have a Tm of around 70°C, a
combined annealing and polymerization step at 60–62°C is recommended to ensure that the
probe remains bound to its target during primer extension and to ensure optimal 5'�3'-exonu-
clease activity of the Taq (21).

Fig. 4. Principle of hydrolysis or TaqMan probes. A probe complementary to the specific
target is synthesised with a 5' fluophore (F) and a 3' quencher dye (Q). The probe hybridizes to
the target amplicon, but in the intact probe, the quencher inhibits fluorescence emission (a).
During the extension phase of PCR (b), the 5' � 3'-exonuclease activity of Taq polymerase
cleaves the probe, releasing the fluophore, allowing it to emit a fluorescent signal.
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5.3. FRET Probes

Another detection strategy makes use of two target-specific hybridization probes designed
to anneal head-to-tail on the target amplicon. One probe carries a 3'-fluorescein donor that
emits green light when excited; the second probe has a 5'-acceptor fluorophore whose excita-
tion spectrum overlaps the 3'-fluorescein donor. On annealing to the target amplicon during
PCR, excitation of the donor results in highly efficient fluorescence resonance energy transfer
(FRET) to the acceptor, which then emits red fluorescent light (see Fig. 5). The intensity of
light emitted at the longer wavelength from the second dye is proportional to the amount of
PCR product synthesized. Background fluorescence is low because emission by the acceptor
fluophore can only occur when the two probes are brought into close proximity upon annealing
to the genuine amplicon. Because the probes are not hydrolyzed, fluorescence is reversible,
allowing melting-curve analysis (see above), a useful tool enabling confirmation of product
identity in each amplified sample.

5.4. Other Probe Strategies

Other probe-based detection systems have been described, including molecular beacons (22),
Scorpion primers (23), and LUX (light upon extension) primers (24).

A molecular beacon probe consists of a target-specific oligonucleotide probe flanked on
each side by a nontarget-specific complementary sequence of six to eight nucleotides, with a

Fig. 5. Principle of the hybridization or FRET probe procedure. (A) Two sequence-specific
probes are designed to anneal to the target in close proximity (a 1- to 5-base gap is optimal).
One probe is labeled with a 3'-fluorescent donor (Fd; fluoroscein); the other has a 5'-acceptor
(Fa; LC Red 640 or 705). On hybridization to the specific target amplicon in a head-to-tail
fashion (B), the energy absorbed by the donor fluophore is transferred to the acceptor fluophore,
which then emits fluorescence (FRET).
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fluorescent marker attached to one arm and a quencher linked to the other arm (see Fig. 6). In
solution, the beacon adopts a hairpin structure, bringing the fluophore and quencher close
together and efficiently quenching fluorescence emission. On annealing to the complementary
sequence of a target amplicon, fluophore and quencher are forced apart, allowing fluorescence
to increase.

Scorpion primers combine both target-specific primer and probe sequence in a single mol-
ecule. The probe sequence is linked to the 5' end of a primer via a nonamplifiable “stopper”
moiety and comprises complementary stem sequences flanking a target-specific probe sequence
(see Fig. 7). As with molecular beacons, the 5' fluophore is quenched by a 3' quencher as the
probe is held in a hairpin loop structure in the unhybridized state. During the extension phase of
PCR, the probe sequence of the Scorpion is able to bind to its complementary sequence in the
newly formed strand. An advantage of Scorpions is that unimolecular hybridization is kineti-
cally more favorable, as it does not require the chance meeting of probe and amplicon, allowing
more rapid cycling and enhanced signal strength (25).

Fig. 6. Use of molecular beacon (or hairpin) probes in real-time quantitative PCR. In the
absence of a specific target, the complementary 5' and 3' arms of the probe force it to adopt a
hairpin structure (A) bringing the fluophore (F) and quencher (Q) into close proximity, elimi-
nating fluorescence emission. When a specific target amplicon is present, the probe changes
conformation, allowing the target-specific internal region to hybridize, separating quencher
from fluophore, which then emits a fluorescence signal (B).
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Fig. 7. Mechanism of action of Scorpion primers. Scorpion primers combine target-specific
primer and probe in a single sequence. The primer is separated from the probe by nonamplifiable
“stopper” moiety (/\/\/). As in molecular beacons, complementary arms flanking a target-spe-
cific sequence have fluophore (F) and quencher (Q) dyes. In the absence of the specific
amplicon, the complementary probe arms anneal, bringing fluophore and quencher into close
proximity to eliminate fluorescence (A). As the primer extends, the Scorpion probe remains
quenched (B), but on heating, the two strands of the amplicon and the complementary arms of
the probe dissociate. This allows the target specific sequence to anneal to the amplicon, sepa-
rating fluophore and quencher, thus restoring fluorescence emission (C).
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The LUX primers also utilize a single fluorogenic primer (26). However, instead of contain-
ing a quencher moiety, LUX primers are designed to be self-quenched until the primer is incor-
porated into a double-stranded PCR product. Research on the effects of primary and secondary
oligonucleotide structure on the emission properties of conjugated fluophores (27) provided an
understanding of the design factors important for efficient self-quenching, allowing this phe-
nomenon to be exploited for quantitative PCR. LUX primers are designed to have a G or C 3'-
terminal nucleotide, include a fluophore attached to the second or third base (T) from the 3'
end, and have a five to seven nucleotide 5' tail that is complementary to the 3' end of the primer.
The primer forms a blunt-end hairpin structure at temperatures below its Tm which has low
fluorescence. Various fluorescent dyes can be used, allowing the potential for multiplex assays
to simultaneously quantitate multiple genes.

6. Assay Design, Analysis, and Normalization
The optimal amplicon length for a real-time assay is around 100 bp. In general, shorter

products amplify more efficiently than longer ones and are more tolerant of reaction condi-
tions; they also allow shorter extension times and more rapid sample throughput. However, we
have, on occasion, made use of primers already in use in our laboratory for qualitative PCR,
which generate specific, if rather long, products to establish workable real-time quantitative
assays. The longest of these generated an amplicon of 915 bp. In such cases, assay sensitivity is
reduced, typically to approx 100 copies, rather than 10 copies usually achievable with shorter
amplicons. For detection strategies making use of hybridization probes, the amplicon length
has no influence on sensitivity. With SYBR green I detection, longer products should generate
increased fluorescence, but, in practice, the loss in amplification efficiency observed negates
any gain in fluorescence signal.

Primer design is crucial to establishing a specific and sensitive real-time assay. When mea-
suring gene expression, primers should be designed to anneal to separate exons to avoid ampli-
fication of contaminating genomic DNA. If intron/exon boundaries are not known, RNA
samples should be treated with RNase-free DNase prior to reverse transcription. Use of SYBR
green I detection necessarily requires that a single amplicon be generated. Although hybridiza-
tion detection strategies might at first sight appear to be more forgiving of amplification of
nonspecific products, in practice such misamplification or primer dimerization will reduce
assay sensitivity and/or reliability. Time devoted to careful choice of primers and to optimiz-
ing assay conditions is always time well spent.

The methods used for analysis of real-time PCR assays give data that are either absolute or
relative. Absolute quantification requires that standards of known copy number be amplified in
the same run, whereas relative quantification allows the fold change between samples to be
calculated. Analysis software is provided by the manufacturers of real-time PCR instruments,
enabling the user to determine Ct values for each tube (i.e., the fractional cycle when the fluo-
rescence signal reaches a threshold set by the user within the linear phase of the reaction).
Quantitation is based on the fact that there is a linear relationship between Ct and the loga-
rithm of the initial copy number. Absolute quantitation requires that the standards and sample
unknowns amplify with equal efficiency. Recent publications have discussed the merits of rela-
tive and absolute quantitation (28) and described the use of new algorithms allowing automated
detection and characterisation of the exponential phase of amplification curves to give increased
precision in the determination of Ct values (29).

It is necessary to normalize quantitative PCR data to account for variations in starting mate-
rial, mRNA (or DNA) extraction, and differences in reverse-transcription efficiency between
samples. To do this, an internal reference gene is quantitated in the same samples. Ideally, this
internal standard should be expressed at a constant level in different tissues and should not vary
with experimental treatment. The issue of which gene is most appropriate for normalization has
been much discussed (see refs. 30 and 31), but not satisfactorily resolved. Housekeeping genes
such as GAPDH and β-actin are often used, although there is evidence that the expression of



338 Sugden

these genes can vary substantially. Data showing that normalization is best accomplished using
the geometric mean of several housekeeping genes (32) might not offer a practicable solution
for most investigators. Ribosomal RNA, which constitutes 85–90% of the total cellular RNA
has also been used and validated in recent studies (33,34), although its suitability has been
questioned (35). Normalization to total RNA quantity has been advocated as the least unre-
liable method (30). Total RNA content can be determined by spectrophotometry (A260 nm)
although this method is relatively insensitive and prone to interference from protein and free-
nucleotide contaminants. An alternative, sensitive (as low as 5 ng/mL), and accurate method
uses the dye RiboGreen, which shows significant fluorescence on binding to nucleic acid (36).

7. Applications of Quantitative Real-Time PCR
The use of quantitative real-time assays has increased enormously in the last 5 yr. A PubMed

search using the key word “real-time PCR” gave 45 citations for 1998–1999, and 2662 for 2002
(January–August). This reflects the increasing availability of real-time cyclers and associated
primers, probes, and kits from established manufacturers, the development of additional fluo-
rescence detection strategies, and a growing realization and acceptance that rapid, reliable quan-
titative measurements are practicable. Another important factor is the remarkable utility of the
technique itself, which has found applications in a very wide variety of research and clinical
areas. Some of these applications are highlighted.

7.1. Genotyping

Real-time assays using many of the established fluorescence detection strategies have been
described for detecting small germline mutations/polymorphisms in the genes that cause com-
mon inherited diseases. These include cystic fibrosis [the cystic fibrosis transconductance regu-
lator gene, CFTR (37)], emphysema [α1-antitrypsin gene (38)], venous thrombosis [factor V
Leiden gene (39)], hypercholesterolemia [the ApoE gene (40)], hemochromatosis [the hemo-
chromatosis gene (41)], and inherited metabolic disorders [glycogen storage disease type
Ia and acyl-CoA dehydrogenase deficiency (42)]. Assays to detect polymorphisms in drug-
metabolizing enzymes (43) and human leukocyte antigen (HLA) alleles (44) have also been
described. Allele discrimination depends on allele-specific primers or probes and postampli-
fication melting-curve analysis.

Recent work has shown the utility of high-resolution analysis of product melting curves for
genotyping (45,46). Rather than using a specific fluorescently labeled probe for each gene of
interest, a generic double-stranded DNA dye, LCGreen, is used. The method can distinguish a
single-nucleotide polymorphism within a 544-bp PCR product and shows promise as a muta-
tion screening tool for identifying unknown sequence variants.

7.2. Detection of Pathogens

The evolution of molecular diagnostics has had a great impact in the area of infectious dis-
ease. Many clinical laboratories offer molecular-based testing for pathogens that include both
amplification-based and non-amplification-based methods. Increasing emphasis is being placed
on quantitative assays for rapid detection of infectious agents, including many pathogenic
viruses, bacteria, and yeast, and identification of drug-resistance markers.

7.2.1 Viral Load

Viral genome quantification has made a significant contribution to the diagnosis and man-
agement of a number of viral infections (47,48). Real-time PCR is rapid and sensitive, has an
enormous dynamic range, has low intra- and interassay variability, and can utilize templates
from a variety of samples (49). The technique has been used to indicate the extent of active
infection, virus–host interactions, and the response to antiviral therapy and to monitor disease
progression and viral reactivation and persistence in chronic disease. For example, viral load
testing has revolutionized the management of antiretroviral therapy in human immunodefi-
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ciency virus-1 (HIV-1)-infected individuals (50). Quantitative PCR is valuable in determining
cytomegalovirus (CMV) load in patients following solid-organ or bone marrow transplanta-
tion. In such patients, monitoring viral load can predict CMV disease and relapse and serve as
a guide for pre-emptive antiviral therapy (51). The role of viral genome quantification in the
clinical management of patients infected with HIV, hepatitis B and C virus, and CMV (52) and
in typing influenza strains (53) has been recently reviewed.

7.2.2. Microbial Pathogens

Real-time PCR assays for a number of important microbial pathogens have been described.
These include assays able to distinguish Enterococcus faecium from E. faecalis, to detect van-
comycin resistance, to discriminate Staphylococcus aureus and coagulase negative Staph-
ylococci and analyze methicillin resistance, and to quantitate clinically important species of
Legionella in respiratory samples (54–56). Another assay using pan-fungal 18S rRNA primers
and a specific probe can measure the seven most common pathogenic species of Candida,
responsible for approx 80% of systemic fungal infections and a major cause of morbidity and
mortality in immunocompromised patients (57).

7.2.3. Monitoring Food Safety

Contamination of food continues to be a significant public health problem. Rapid, accurate,
and sensitive analysis is necessary to ensure food quality and trace outbreaks of bacterial patho-
gens within the food supply. Real-time PCR has been used to diagnose outbreaks of food-borne
disease. For example, Chen et al. (58) established a sensitive real-time assay using a hydrolysis
probe to monitor expression of a Salmonella gene (invA gene), which had >98% correlation
with a culture method for detecting the pathogen. Another real-time assay targets amplification
of a 122-bp fragment of the Salmonella himA gene (59), this time using molecular beacons for
detection and quantitation of product. Simultaneous detection of three pathogens (Listeria
monocytogenes, Salmonella strains, and Escherichia coli O157:H7) using specific primer sets
has recently been described using SYBR green I and melting-curve analysis (60).

7.3. Oncology

Increasingly, molecular techniques are being used to understand, characterize, monitor, and
treat cancers. As expression microarray methods and comparative genomic hybridization iden-
tify the genes responsible for driving malignant cell proliferation and metastasis, cell division,
repair, apoptosis, and angiogenesis in tumors, real-time PCR will play an increasingly valuable
role in clinical testing. Real-time PCR is an attractive technique in this regard, as it is robust,
rapid, versatile, and cost-effective and requires very small amounts of tissue. Assays can be
designed to provide information about gene expression, gene amplification, or loss and can
detect point mutations.

7.3.1. Cancer Diagnostics

Quantitative real-time PCR, with its ability to determine gene duplications and deletions and
identify small mutations, is widely used for initial diagnosis and follow-up (61). For example,
a real-time PCR assay using hydrolysis probes successfully detected the reciprocal chromo-
somal translocation t(14:18)(q32:21), involving the bcl-2 gene on chromosome 18q21 and the
immunoglobulin heavy-chain gene in 14q32, found in 90% of follicular lymphomas (62).
Samples diluted to six to eight copies of the target DNA were consistently detected.

7.3.2. Monitoring Response to Therapy

Quantitative PCR can be a valuable tool for monitoring the progress of hematological
malignancies, refining treatment regimens, and detecting disease recurrence. Specific
translocation or expression markers are currently available for 70–90% of all acute myeloid
leukemias. For most markers, a lack of decline in transcript levels by less than 2 log units after
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chemotherapy has been established as a poor prognostic sign, and an increase is almost invari-
ably associated with relapse (61).

In one example, FRET probe assays were established to measure the level of mRNA encod-
ing the BCL-ABL fusion transcript and subunit 2c of the interferon-α (IFN-αR2c) receptor in
the blood of chronic myeloid leukemia (CML) patients (63). It was found that the response of
patients to IFN-α did not correlate with BCR-ABL level at diagnosis but was significantly
associated with IFN-αR2c mRNA level, thus allowing early identification of IFN-α responsive
and unresponsive patients and improving CML management.

7.3.3. Quantitation of Minimal Residual Disease

Many patients with leukemia or lymphoma achieve a complete clinical remission but even-
tually relapse because residual tumor cells are not detected by conventional staging procedures.
Quantitation of molecular disease markers by real-time PCR can offer a more sensitive means
of detecting minimal residual disease (MRD) in such patients (64,65). A number of studies on
hematological malignancies support the clinical utility of quantitative PCR for detecting MRD,
allowing refinement of an individual patient’s treatment regimen. (see ref. 66 for review). The
clinical utility of quantitative PCR for detecting solid-tumor MRD is less well established.
Solid tumors are rarely characterized by specific chromosomal translocations. Furthermore,
analysis of transcripts is made difficult because of insufficient specificity of most markers and
the basal (“illegitimate”) background transcription, which can be revealed by a technique as
sensitive as quantitative RT-PCR. The potential of quantitative PCR as a tool for detecting
circulating tumor cells and micrometastases in blood, bone marrow, lymph nodes, urine, and
stools has recently been reviewed (67).

7.4. Genetically Modified Organisms

In the United States in 1999, almost half of the acres planted with corn, cotton, and soybean
used genetically modified varieties, and 60% of food products in US supermarkets contained
genetically modified organisms (GMOs) (68,69). Introducing genes conferring desirable prop-
erties such as herbicide and insect tolerance into crops such as maize, soybean, and cotton has
caused continuing debate and controversy, particularly in the United Kingdom and the Euro-
pean Union, and has led to legislation requiring the labeling of GM foods and food ingredients.
In turn, this has required the development of accurate, quantitative testing methods for GMOs
in crops, foods, and food ingredients to ensure compliance with regulations governing labeling
and transfer of GM seeds, foods, and food ingredients. Quantitation is a crucial aspect, as EU
legislation established a threshold of 1% of GMOs in foods as the basis for mandatory labeling.
Testing methods include those that detect and quantitate the protein(s) expressed by the novel
gene and also methods detecting the introduced DNA itself. Real-time PCR using TaqMan
probes has been successfully used to detect GM soy and maize present in a variety of food
products (70). Multiplex assays to quantitate GMO transgenes in grains have been described
that can readily measure as little as 0.1% of transgenic DNA (71). Quantitative real-time assay
kits using TaqMan and FRET probes are commercially available that can measure the
transgenes found in more than 95% of the presently available GMO crops.

7.5. Bioterrorism

The concerns of many governments in recent years about the potential use of biological
warfare agents has focused efforts to develop sensitive assays able to rapidly identify specific
microorganisms thought likely to be used by terrorists (72). Rapid and reliable testing is vital
for diagnosing cases of infection with microorganisms such as Bacillus anthracis when speedy
therapeutic intervention is essential. Real-time PCR assays have been developed to specifically
identify unique targets on B. anthracis virulence plasmids using either SYBR green I or FRET
probes (73,74). The assay discriminates B. anthracis from other Bacillus species and other
bacterial strains and can be completed in 1 h (74). Real-time PCR assays for other potential
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agents include hydrolysis probe assays targeting the hemagglutinin gene of the smallpox virus
(75), the plasminogen activator gene (pla) gene of Yersinia pestis (plague) (76), and the outer
membrane protein (fop) gene of Francisella tularensis (tularemia) (77).

Viral hemorrhagic fever (VHF) is caused by a number of RNA viruses (e.g., Ebola, Marburg,
Lassa, Dengue, Yellow fever), many of which are endemic in tropical or subtropical regions
and have been considered to be potential biological weapons (72). Real-time assays using SYBR
green I or hydrolysis probes have been established for quantification of six important VHF
agents. The detection limit is as low as 10 copies per reaction using primers/probes designed
against regions of gene targets that are well conserved in multiple isolates of each virus (78).

Hardened instruments able to withstand the rigors of operation in battlefield conditions have
been designed (R.A.P.I.D., Idaho Technology), and a hand-held, portable real-time thermal
cycler weighing under 1 kg has been successfully used to detect DNA extracted from B. anthracis
isolated during the bioterrorism incident in Washington, DC in October 2001 (79).

7.6. Other Applications

Real-time PCR can be applied to detect and quantitate plant and seed contamination by
fungal pathogens and to study the development of fungicide resistance (80). The speed and
sensitivity of quantitative PCR has the potential to improve seed health testing and disease
control by informing decisions about the use of fungicides.

In forensic science, quantitative assays targeting a fragment of the mitochondrial gene, cyto-
chrome-b, might be useful as a rapid means of species identification. A similar assay, which
can detect very small traces of tiger DNA in complex mixtures, could be a valuable tool in
countering the thriving illegal global trade in traditional Chinese medicines prepared from this
highly endangered species (81).

Recent work has investigated the utility of cell-free analysis of fetal DNA in samples of
maternal blood, a noninvasive approach to prenatal diagnosis that could avoid the small, but
significant, risk of fetal loss associated with procedures such as amniocentesis and chorionic
villus sampling (82). Real-time quantitative PCR can be used to detect fetal loci absent from
the maternal genome, such as Y-chromosome-specific sequences to determine fetal sex, and
fetal rhesus D status where the mother is negative for this blood group antigen, and it has
potential application in the prenatal diagnosis of sex-linked disorders (83,84). Quantitative
abnormalities in fetal DNA in maternal serum have also been reported in pre-eclampsia,
which might have diagnostic importance (85). The recent finding that fetal mRNA derived
from the placenta can be measured in maternal plasma suggests that a gender-independent
approach could be devised for noninvasive prenatal screening and diagnosis (86).

Finally, quantitative PCR has numerous applications in basic biological research. The tran-
scription of many genes can change in response to a wide variety of extracellular signals during
development and differentiation, as part of normal physiological function, and during disease.
Thus, analysis of steady-state levels of specific mRNAs is important in a broad range of re-
search areas. The specificity, sensitivity, accuracy, and speed of real-time quantitative PCR
make it the method of choice for such studies.
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Liquid Chromatography–Mass Spectrometry of Nucleic Acids

Herbert Oberacher and Walther Parson

1. Introduction
1.1. Ion-Pair Reversed-Phase Liquid Chromatography of Nucleic Acids

By virtue of its high-resolving capability, short analysis time, and advanced instrumentation
high-performance liquid chromatography (HPLC) has become a versatile technique for the
separation and characterization of nucleic acids. Among the various chromatographic modes,
which have been summarized in several reviews (1–6), ion-pair reversed-phase HPLC (IP-RP-
HPLC) represents the most popular chromatographic technique applicable to the separation of
single- and double-stranded DNA molecules.

In IP-RP-HPLC, the phase system comprises a hydrophobic stationary phase and a hydro-
organic mobile phase modified with an ion-pair reagent that consists of an amphiphilic ion
carrying both charged and hydrophobic groups and a small, hydrophilic counterion. Among the
various trialkyl- and tetraalkylammonium salts, triethylammonium acetate represents the most
commonly applied ion-pair reagent. According to the electrostatic retention model developed
by Ståhlberg (7), positively charged, hydrophobic triethylammonium ions are adsorbed onto
the nonpolar surface of the stationary phase, resulting in the formation of an electric double
layer having an excess of positive charges near the surface, which can interact with the nega-
tively charged nucleic acid molecules (see Fig. 1).

The magnitude of electrostatic interaction and, thus, retention is determined by several fac-
tors including hydrophobicity of the column packing, charge, hydrophobicity and concentra-
tion of the pairing ion, ionic strength, temperature and dielectric constant of the mobile phase,
concentration of the organic modifier [see Eq. (10) in ref. 7], and charge and size of the nucleic
acid molecule. Elution of the adsorbed nucleic acids is effected by a decrease in the surface
potential resulting from desorption of the amphiphilic ions from the stationary phase with a
gradient of increasing organic modifier concentration. Because the number of charges uni-
formly increases with size, double-stranded DNA molecules are separated according to chain
length in IP-RP-HPLC (8). However, additional solvophobic interactions between hydropho-
bic regions of the solutes (e.g., nucleobases) and the hydrophobic surface of the stationary
phase are possible and contribute considerably to the sequence dependence of retention with
single-stranded oligodeoxynucleotides (9,10).

1.2. Principles of Electrospray Ionization–Mass Spectrometry of Nucleic Acids

Mass spectrometry (MS) is one of the most important physical methods in today’s analytical
chemistry. A particular advantage of MS, compared to other molecular spectroscopic methods,
is its high sensitivity down to the zeptomole level (11), so that it provides one of the few
methods that is entirely suitable for the identification of trace amounts of biological substances.
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Anyhow, the application of MS to the analysis of nucleic acids has long been limited by
experimental problems related to their very high polarity, polyanionic nature, and high molecu-
lar mass. The ability to produce intact ions in the gas phase from highly polar molecules gained
by the introduction of electrospray ionization (ESI) (12) at the end of the 1980s opened a new
chapter in MS nucleic acid research. The further development of the associated instrumentation
has led to a dramatic increase in the accessible mass range, resolution, and sensitivity, making
it possible to routinely mass analyze higher-molecular-mass nucleic acids (13–19) and even
genomic DNA with a molecular mass of several million (20,21).

Electrospray ionization is known as a soft ionization technique that allows the production of
gas-phase ions from electrolyte ions in solution. The details of these processes have been inves-
tigated extensively (22) and a brief summary is presented in Fig. 2. The ionization process can
be divided into three major steps, which include the production of charged droplets at the
electrospray capillary tip kept at high voltage (see Fig. 2A), the shrinkage of the charged drop-
lets by solvent evaporation and repeated droplet disintegrations (see Fig. 2B), and the release
of ions into the gas phase (see Fig. 2C).

The high voltage applied to the capillary tip of the electrospray ion source results in a high
electric field that penetrates the solution at the capillary tip. When the electrospray tip is the
negative electrode, positive charge is removed by electrolysis generating an excess of negative
ions in the solution. The negative ions drift downfield of the solution (i.e., away from the tip)
toward the meniscus of the solution. Because of repulsion between the negative ions, the sur-
face begins to expand, a Taylor cone forms, and if the applied field is sufficiently high, a fine
jet emerges from the cone tip, which breaks up into small, charged droplets. The charged drop-
lets produced by the spray shrink owing to solvent evaporation while the charge remains con-
stant. The decrease of droplet radius at constant droplet charge leads to an increase in the
electrostatic repulsion of the charges at the surface until the droplets surpass the Raleigh stabil-

Fig. 1. Schematic illustration of the mechanism explaining the chromatographic retention of
nucleic acids in ion-pair reversed-phase high-performance liquid chromatography.
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ity limit, after which the droplets undergo fragmentation, generally referred to as coulombic
fission. Repeated evaporation and coulombic fission finally result in the formation of desolvated
gas-phase ions, either by the formation of extremely small droplets that contain only a single
ion [charged residue mechanism (23)] or by the emission of ions from very small and highly
charged droplets [ion evaporation mechanism (24)]. The produced ions are collected and guided
by an ion transfer optic from the ion-source region to the central part of a MS, the mass ana-
lyzer. The analyzer uses dispersion or filtering to sort ions according to their mass-to-charge
(m/z) ratios. The most commonly used mass analyzers so far are linear quadrupole and quadru-
pole ion trap mass analyzers, although sectorfield, time-of-flight, and Fourier transform ion
cyclotron resonance mass analyzers are also applicable in principle.

Fig. 2. Major processes involved in the formation of gas-phase ions by ESI operated in the
negative ion mode. (A) Enrichment of the liquid surface by negative charge upon electrolysis
leads to the formation of a cone and jet emitting droplets with an excess of negative ions. (B)
Charged droplets shrink by evaporation and split into smaller droplets because of coulombic
fission. (C) Repeated evaporation and coulombic fission finally result in the formation of
desolvated, multiply-charged gas-phase ions, either by the formation of extremely small drop-
lets that contain only a single ion [charged residue mechanism (23)] or by the emission of ions
from very small and highly charged droplets [ion evaporation mechanism (24)].
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One notable feature of ESI is its ability to produce multiply-charged gas-phase ions of nucleic
acids by the removal of several protons from the acidic sugar–phosphate backbone. A typical
negative ion spectrum of an oligomeric nucleic acid molecule consists of a series of peaks, each
of which represents a multiply charged ion of the intact molecule having a specific number of
protons removed from the phosphodiester groups (see Fig. 3B). The m/z values for the ions
have the general form (M–zH)/z, where z equals the number of protons removed. It follows that
the molecular mass can be readily calculated from two measured adjacent m/z values, given the
additional information that the difference in their charge states equals 1 (25). Once M and z are
determined for one pair of signals, all other m/z signals can be deconvoluted into one peak on a
real mass scale, yielding the molecular mass with a mass accuracy of better than 0.01% (26–
28). Because of this, MS can detect and identify sequence variations with high sensitivity.
Moreover, whereas other indicators like retention or migration times are influenced by experi-
mental conditions, the molecular mass is an intrinsic property and, therefore, independent from
the physical environment, which makes MS more reliable than any other method for the char-
acterization of nucleic acids.

However, a significant problem in ESI-MS of nucleic acids is the partial substitution of
protons in the sugar–phosphate backbone by variable numbers of other cations, such as sodium,
potassium, magnesium, or iron. Because of this cation adduction, the pseudomolecular ions are
dispersed among several different species of characteristic m/z ratios, resulting in highly com-
plex spectra and decreased sensitivity (29,30). Figure 3A illustrates the mass spectrum of the
sodium salt of a pentadecameric oligodeoxythymidylic acid, where extensive cation adduction
is obviously predominant in the signals representing the lower charge states of the intact mol-
ecule (2– charge state around m/z 2250, 3– charge state around m/z 1500). Accurate mass mea-
surements are severely hampered by such cation adduction, particularly with large nucleic acids,
because the numerous signals for the higher charge states of adducted species merge into one
unresolved peak shifted to higher mass relative to the fully protonated species. Effective re-
moval of cations is, therefore, a prime requisite to obtain mass spectra of high quality from
nucleic acids and accurate molecular masses. Commonly applied off- and on-line sample prepa-
ration techniques include multiple ethanol precipitation (31), solid-phase extraction (32),
microdialysis (33), affinity purification (34), cation exchange (35), liquid chromatography (36–
40), and combinations thereof (18,41,42).

2. Hyphenation of Liquid Chromatography and Electrospray Ionization Mass
Spectrometry

2.1. Instrumental Aspects

Although IP-RP-HPLC (5,6) and ESI-MS (13,43) on their own do represent powerful ana-
lytical tools for the characterization of nucleic acids, the on-line hyphenation of the chromato-
graphic separation and MS structure investigation enhances the productivity of both analytical
methods to characterize nucleic acids in complex mixtures of biological origin (39). Moreover,
the application of the combined method allows the investigation of problems that could not be
solved by one method alone. However, for the optimum performance of ion-pair reversed-
phase high-performance liquid chromatography hyphenated to electrospray ionization–mass
spectrometry (ICEMS), the flow of the sample solution introduced into the ion source of the
MS should be in the low-microliter or nanoliter per minute range (44). Unfortunately, conven-
tional HPLC applying columns with an inner diameter of 4.6 mm is performed at flow rates
larger than 100 µL/min. Therefore, either postcolumn splitting of the column effluent (36) or
the miniaturization of the chromatographic separation system by using columns in the capillary
format is recommended (45–47). Currently, because of its approved advantages like increased
mass sensitivity with concentration-sensitive detectors (48), higher separation efficiency and
better resolving power (49,50), and low consumption of mobile and stationary phases, minia-
turization represents the common way of adapting the flow rate.
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Fig. 3. Mass spectra of (dT)15 (A) without and (B) with online cation-exchange sample prepa-
ration. Insets, expanded views of the 3– charge state. Cation-exchange microcolumn, ROMP-
(COOH)2, 45 × 0.8 mm; sheath gas, nitrogen; flow injection into 10 mM triethylamine in 50%
water–50% acetonitrile (v/v), 3 µL/min; injection volume, 5 µL; scan, 500–2500 amu; sample,
400 pmol dT15Na15. (Reproduced from ref. 35 by permission of the American Chemical Soci-
ety [copyright 1998].)

However, the large-scale transition to miniaturized HPLC systems was only possible be-
cause of the commercially availability of reliable instrumentation and column technology.
Microcolumn HPLC systems need to be designed and operated with the utmost attention to
eliminating extracolumn band dispersion attributable to the sampling volume, detection vol-
ume, connecting tubing, and system time constant (51,52). Introduction of small sample vol-
umes and amounts into microcolumns with microinjectors is mandatory for preventing column
overloading and minimizing peak variance. Because the gradient delay volume must be kept at
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a minimum, carrying out gradient elution in miniaturized HPLC is more complicated than
using conventional solvent delivery systems. Some modifications of commercially available
solvent delivery systems include stepwise gradients (53), split-flow operation (54), preformed
gradients (55), and miniaturized diluting chambers (49,56). To date, commercially available
micro-HPLC instrumentation with micromixing chambers is capable of performing reproduc-
ible gradients at flow rates as low as 5–10 µL/min without solvent splitting, whereas gradients
at flow rates smaller than 5 µL/min are regularly generated using the splitting technique.

Figure 4 outlines an instrumental setup suitable for the separation and mass analysis of
nucleic acids by ICEMS. Separation columns can either be fused silica capillaries packed with
suitable stationary-phase particles, such as poly(styrene/divinylbenzene) beads chemically
modified with octadecyl groups (PS/DVB-C18) (57) or capillary monoliths comprising a single
piece of a porous polymer, such as monolithic poly(styrene/divinylbenzene) (58). The optimal
flow rate for capillary columns of 200 µm inside diameter (i.d.) lies between 1 and 3 µL/min,
and flow rates for other column diameters can be calculated using the relation (flow rate1) : (flow
rate2) = (column i.d.1)

2 : (column i.d.2)
2.

The HPLC system comprises a low-pressure gradient micropump capable of forming repro-
ducible binary gradients at a flow rate of 50 µL/min and higher. A primary flow of 150 µL/min
can be split by a ratio of 1 : 50 to 1 : 150 to 1.0–3.0 µL/min with the help of a tee piece and a
50-µm-i.d. fused silica restriction capillary. Samples are injected by means of a microinjector
with a 20- to 500-nL sample loop. Because elevated temperatures can be used to achieve a
partial or complete denaturing of nucleic acids (10,59), a miniaturized column thermostat made
from 3.3-mm-outside diameter (o.d.) copper tubing and heated by means of a circulating water
bath is used to keep the column temperature at 20–80°C. The exit of the capillary column is
directly connected to the ESI spray capillary (fused silica, 90 µm o.d., 20 µm i.d.) by means of
a microtight union.

Fig. 4. Generic illustration of an instrumental configuration suitable for nucleic acid analy-
sis by liquid chromatography–mass spectrometry. 1, low-pressure binary gradient micropump;
2, splitting tee; 3, restriction capillary; 4, 20- to 500-nL microinjector; 5, syringe for sample
introduction; 6, ground; 7, column thermostat; 8, capillary column; 9, triaxial electrospray ion
source with connections for sheath gas and sheath liquid; 10, metal needle at high voltage;
11, sheath gas line; 12, fused silica spray capillary; 13, sheath liquid line; 14, syringe pump;
15, mass analyzer. (Reproduced from ref. 39 by permission of Wiley–VCH [copyright 2001].)
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2.2. Optimization of Chromatographic Conditions

An important issue in the conjugation of HPLC and ESI-MS is the proper choice of a suit-
able chromatographic phase system, which allows the efficient MS detection of highly resolved
analytes. Generally, the choice of mobile-phase compositions compatible with ESI-MS detec-
tion is restricted to components of high volatility, low surface tension, and low conductivity
(44,60–62). Although only volatile mobile-phase components, namely water, acetonitrile, and
ion pair reagents like triethylammonium acetate, are employed in IP-RP-HPLC, which, in prin-
ciple, would allow the direct introduction of the column effluent into the electrospray ion source.
Bleicher and Bayer (36) as well as Apffel et al. (37,63) reported that the ordinary used solvent,
100 mM triethylammonium acetate, is not a suitable ion-pair reagent for ICEMS because of the
poor detectability of the eluted oligonucleotides by ESI-MS. The investigations of these two
groups revealed that the major factors responsible for the observed low intensities of oligo-
nucleotide signals were high surface tension because of the low concentration of the organic
solvent and high conductivity because of the relative high concentration of the ion-pair reagent.
Therefore, Apffel et al. (37,63) recommended 400 mM hexafluoroisopropanol/2.2 mM triethy-
lamine as the ion-pair reagent and methanol as the organic modifier to improve the sensitivity
of ICEMS. Even though triethylammonium hexafluoroisoproanolate enabled the analysis of
single-stranded oligonucleotides up to 75-mers, separation efficiency for larger oligomers and
double-stranded DNA was notably impaired compared to that with 100 mM triethylammonium
acetate, presumably because of the relatively low concentration of triethylammonium ions in
the mobile phase. This example clearly demonstrates that solvent systems for chromatography
and MS cannot be optimized independently, and, thus, a compromise has to be found to enable
the efficient on-line coupling of both techniques.

In search for alternative mobile-phase compositions, Huber and Krajete (46) investigated
the influence of different triethylammonium bicarbonate concentrations on the chromato-
graphic and MS performance. At concentrations of 100 mM, triethylammonium bicarbonate
gave excellent chromatographic efficiencies, but ESI-MS detection sensitivity was still poor
because of the high ionic strength in the electrosprayed eluent. A reduction in ion-pair concen-
tration resulted in a moderate loss of chromatographic resolving power (see Fig. 5A) but facili-
tated a considerable increase in MS signal intensity (see Fig. 5B). Hence, the use of 25–50 mM
triethylammonium bicarbonate as ion-pair reagent for ICEMS was suggested. By applying
50 mM triethylammonium bicarbonate, ESI-MS detection limits in a quadrupole ion-trap MS
with full scan and selected ion monitoring mode were determined to be in the range of 104 fmol
(signal-to-noise ratio of 3 : 1) and 710 amol (signal-to-noise ratio of 3 : 1), respectively, for a
(dT)16 oligonucleotide (64). Moreover, 12 fmol of double-stranded DNA restriction fragments
up to a size of 434 base pairs (bp) were detected with 25 mM triethylammonium bicarbonate as
the ion-pair reagent (58,65).

A further improvement in detection limits was possible by the use of butyldimeth-
ylammonium bicarbonate as the ion-pair reagent instead of triethylammonium bicarbonate
(27,66). The analyses of 500 and 100 fmol of the reverse and forward strands (identified by the
subscripts r and f) of a 83-bp polymerase chain reaction (PCR) product utilizing 25 mM
triethylammonium bicarbonate or butyldimethylammonium bicarbonate as the ion-pair reagent
are illustrated in Fig. 6. Gradients of 2–12% (see Fig. 6A) and 6–28% acetonitrile (see Fig. 6B)
were required to elute the DNA from the column with triethylammonium bicarbonate and
butyldimethylammonium bicarbonate, respectively, representing a more than twofold increase
in applicable acetonitrile concentration with the more hydrophobic ion-pair reagent. Compared
to the chromatogram shown in Fig. 6A, the signal-to-noise ratio in Fig. 6B was enhanced by a
factor of approx 2, which, together with the fivefold decrease in sample amount, corresponds to
an improvement in detection sensitivity by a factor of 10. Therefore, detection limits in the
attomol range were reached for double-stranded DNA fragments, and mass spectra, from which
the intact molecular masses could be calculated, were obtained for 753 amol of a 331-mer and
15 fmol of a 501-mer (66).
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Fig 5. Influence of ion-pair reagent concentration on (A) chromatographic resolution and
(B) signal intensity in ion-pair reversed-phase HPLC-ESI-MS of oligodeoxynucleotides. Con-
ditions in (A): column, PS-DVB-C18, 2.1 µm, 60 × 4.0 mm i.d.; mobile phase; (A) 25–100 mM
triethylammonium bicarbonate, pH 7.50, (B) 25–100 mM triethylammonium bicarbonate, pH
7.50, 10% acetonitrile; linear gradient, 50–100% B in 15 min; flow rate, 550 µL/min; tempera-
ture, 50°C; detection, ultraviolet (UV), 254 nm; sample, (dT)12–18, 36 ng each. Conditions in
(B): cation-exchange microcolumn, DOWEX 50 WX8, 20 × 0.50 mm; sheath gas, nitrogen;
scan, 200–2500 amu; direct infusion of 0.24 mg/mL (dT)16 in 10 mM and 50 mM triethyl-
ammonium bicarbonate, pH 8.90, respectively, 10% acetonitrile; flow rate, 3.0 µL/min. (Repro-
duced from ref. 46 by permission of the American Chemical Society [copyright 1999].)
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Fig 6. Comparison of detection sensitivity using (A) triethyammonium bicarbonate and
(B) butyldimethylammonium bicarbonate as the ion-pair reagent. Column, PS-DVB mono-
lith, 60 × 0.20 mm i.d.; mobile phase in (A): (A) 25 mM triethyammonium bicarbonate, pH
8.40, (B) 25 mM triethyammonium bicarbonate, pH 8.40, 20% acetonitrile; linear gradient,
10–60% B in 10 min; flow rate, 3.0 µL/min; temperature, 50°C; mobile phase in (B): (A) 25 mM
butyldimethylammonium bicarbonate, pH 8.40, (B) 25 mM butyldimethylammonium bicarbon-
ate, pH 8.40, 40% acetonitrile; linear gradient, 15–70% B in 10 min; flow rate, 3.0 µL/min;
temperature, 70°C; sheath liquid, 3.0 µL/min acetonitrile; sheath gas, nitrogen; scan, 500-2000
amu; sample, 83-bp PCR product, approx 500 (A) and 100 (B) fmol. (Reproduced from ref. 39
by permission of Wiley–VCH [copyright 2001].)
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2.3. Effect of Sheath Liquid on MS Sensitivity

In order to decrease the surface tension and to increase the volatility of the electrosprayed
solution, the postcolumn addition of organic solvents to the column effluent was suggested
(46,64,67). Huber and Krajete (46,64) investigated the usefulness of different sheath liquids,
which can be added directly to the column effluent via a tee piece or through a coaxial
electrospray probe (see Fig. 4). They could demonstrate that the total ion current-to-noise
ratios for (dT)24, which was directly infused into the mass spectrometer, increased in the
order no sheath liquid<hexafluoroisopropanol<isopropanol<50 mM triethylamine in
acetonitrile<methanol<acetonitrile. Interestingly, the simple addition of acetonitrile resulted
in a more than sevenfold increase in signal intensity compared to the detection without sheath
liquid.

2.4. Influence of Instrument Tuning on the Detectability of Nucleic Acids

Proper instrument tuning is a prime prerequisite for successful ESI-MS of biological macro-
molecules, where the low amounts of available sample usually necessitate operation with ut-
most detection sensitivity. Therefore, modern mass spectrometers are equipped with automatic
tuning routines, which perform a fully automated optimization of all parameters of the ion
transfer optics and mass analyzer for maximum ion transmission and detection. Under autotune
operation, a defined solution of a tuning substance or a mixture of tuning substances is intro-
duced into the mass spectrometer at a steady rate, whereas the instrument is calibrated and
tuned to ensure its optimum performance. Common tuning compounds for ESI-MS are cluster
ions of water (68), polyethylene glycol (69), alkali metal salt clusters (70), Ultramark 1621
(71), alkali metal trifluoroacetate clusters (72), and proteins (73). However, for nucleic acid
analysis the autotune settings are usually refined by using oligonucleotides as tuning substances
in order to achieve mass spectra of highest quality and to obtain lowest limits of detection. In
this context, it was recently shown that highly charged oligodeoxynucleotide anions were only
detectable with high sensitivity upon tuning of the MS parameters with an oligodeoxynucleotide
having approximately the same size and charge state (74). For example, the poor quality mass
spectrum obtained for an 104-mer oligodeoxynucleotide on a quadrupole ion-trap mass spec-
trometer tuned upon the signal of the 4 charge state of (dT)24 (see Fig. 7A; low charge state
tuning) could be drastically improved after tuning of the instrument with the 24 charge state of
an 80-mer (see Fig. 7B, high charge state tuning). Obviously, only by using the high charge
state tuning, a nearly Gaussian distribution of multiply-charged ions covering charge states
from 16 to 49 was observed and deconvoluted into a molecular mass of 31,749, which differed
from the theoretical value by only 0.015%.

3. Applications
3.1. Characterization of Synthetic Oligonucleotides

The core technology that drives the most widely used automated oligonucleotide synthesis
devices is the phosphoramidite method of DNA synthesis, as developed by Caruthers et al. at
the begin of the 1980s (75,76). By applying this technique, the fully automated synthesis of
oligonucleotides of 100 or more bases is feasible within hours. This ready access to synthetic
oligonucleotides has revolutionized the fields of molecular biology and biochemistry, facilitat-
ing the development of PCR, terminatory DNA sequencing, recombinant DNA technology,
gene construction, chromosome mapping, site-directed mutagenesis, and numerous other pow-
erful techniques. As a result, synthetic oligonucleotides have helped drive the development of
biotechnology, nucleic acid therapeutics, and genomic sequencing efforts, facilitated target
identification for traditional pharmaceutical development, and improved the sensitivity and
scope of diagnostics.

However, neither the coupling reaction producing the growing polymer chain nor the subse-
quent deprotection of the full-length oligonucleotide occurs with 100% efficiency. Assuming a
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Fig. 7. Comparison of the mass spectra of an 104-mer extracted from the total ion chromato-
grams of the raw synthetic product acquired with (A) low and (B) high charge state tuning.
Column, PS-DVB monolith, 60 × 0.20 mm i.d.; mobile phase, (A) 25 mM triethylammonium
bicarbonate, pH 8.40, (B) 25 mM triethylammonium bicarbonate, pH 8.40, 20% acetonitrile;
linear gradient, 5–50% B in 10.0 min; flow rate, 2.0 µL/min; temperature, 50°C; instrument
fine-tuned with (A) (dT)24, (B) an 80-mer; scan, (A) 1000–3000, (B) 500–2000, sheath liquid,
3.0 µL/min acetonitrile; sample, 500 ng of an raw 104-mer. (Reproduced from ref. 74 by per-
mission of Wiley–VCH [copyright 2003].)

coupling efficiency of 98–99% per synthesis cycle, the maximum yield of a 32-mer
oligodeoxynucleotide will be only 52–72%. Therefore, the contamination of the target sequence
with a number of failure sequences or partially deprotected sequences is generally observed
(46,77,78). Thus, the purification of synthetic oligonucleotides by solid-phase extraction, poly-
acrylamide gel electrophoresis, or HPLC is obligatory for most applications. Moreover, simple,
reproducible, and sensitive analytical methods like ICEMS are of utmost importance for purity
control of the fabricated oligonucleotides.

Figure 8 illustrates the analysis of 65 ng of a crude 32-mer oligodeoxynucleotide by ICEMS.
The target component eluted at 6.9 min and represented approx 65% of all components in the
reaction mixture. Extraction and analysis of the mass spectra allowed the identification of as
many as 33 by-products on the basis of their molecular masses (see Table 1). Failure sequences
ranging from the 10-mer to the 31-mer eluted before the target product, whereas partially pro-
tected sequences containing one to three isobutyryl-protecting groups (ibu) eluted after the
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Fig. 8. Reconstructed total ion current chromatogram and mass spectra of byproducts from a
synthetic 32-mer oligonucleotide analyzed by ICEMS. Column, PS/DVB monolith, 60 × 0.2
mm i.d.; mobile phase, (A) 25 mM triethylammonium bicarbonate, pH 8.40, (B) 25 mM triethyl-
ammonium bicarbonate, pH 8.40, 20% acetonitrile; linear gradient, 10–60% B in 10 min; flow
rate, 2.0 µL/min; temperature, 50°C; sheath liquid, 2.0 µL/min acetonitrile; sheath gas, nitrogen;
scan, 1000–3000 amu; sample, 65 ng raw product. (Reproduced from ref. 39 by permission of Wiley–
VCH [copyright 2001].)

target product. The ibu is used during solid-phase synthesis to protect the amino group of
deoxyguanosine and has been shown to be difficult to hydrolyze during the final deprotection
step (46,78). Figure 8B,C illustrates examples for mass spectra of failure sequences and the
target sequence protected with one ibu. With analysis times of less than 15 min and its high
information content, ICEMS analysis is eminently suited to monitor the effectiveness of chemi-
cal synthesis of nucleic acids, to estimate the synthesis yield on the basis of relative peak areas,
and to spot major by-products resulting from failure of chain elongation or partial deprotection.

3.2. Length Determination of Double-Stranded DNA Fragments

The length of a double-stranded DNA fragment, usually expressed as the number of bp, is
basic information to characterize a DNA molecule. It not only can be used for the identification
of nucleic acids generated by DNA restriction digestion or PCR but also for the detection of
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Table 1
Identification of the Components in the Reaction Mixture from the Solid-Phase
Synthesis of a 32-mer

Retention time Calculated Theoretical
 (min) m/z Charge mass Identification  mass

2.82 1505.1 2– 3012.2 10-mer 3013
4.86 1657.5 2– 3317.0 11-mer 3317
5.01 1201.5 3– 3606.3 12-mer 3606
5.18 1310.6 3– 3934.8 13-mer 3936
5.18 1511.4 3– 4537.2 15-mer 4538
5.41 1414.9 3– 4247.7 14-mer 4249
5.41 1620.8 3– 4865.4 16-mer 4867
5.66 1722.5 3– 5170.5 17-mer 5172
5.96 1824.0 3– 5475.0 18-mer 5476
6.20 1920.4 3– 5764.2 19-mer 5765
6.44 2120.8 3– 6365.4 21-mer 6367
6.64 1666.9 4– 6671.6 22-mer 6671
6.64 1831.8 4– 7331.2 24-mer 7330
6.64 1913.4 4– 7657.6 25-mer 7659
6.64 1985.8 4– 7947.2 26-mer 7948
6.64 2024.6 3– 6076.8 20-mer 6077
6.73 1666.5 4– 6670.0 22-mer 6671
6.73 1749.1 4– 7000.4 23-mer 8527
6.73 1830.1 4– 7324.4 24-mer 7330
6.73 2058.4 4– 8237.6 27-mer 8237
6.78 2130.4 4– 8525.6 28-mer 8527
6.78 2206.1 4– 8828.4 29-mer 8831
6.78 2285.1 4– 9144.4 30-mer 9144
6.78 2366.8 4– 9471.2 31-mer 9473
6.89 2130.4 4– 8525.6 28-mer 8527
6.89 2206.1 4– 8828.4 29-mer 8831
6.89 2285.1 4– 9144.4 30-mer 9144
6.89 2366.8 4– 9471.2 31-mer 9473
6.89 2439.1 4– 9760.4 32-mer 9762
7.61 2302.1 4– 9212.4 30-mer + ibua 9215
7.61 2384.0 4– 9540.0 31-mer + ibu 9544
7.61 2456.6 4– 9830.4 32-mer + ibu 9834
8.36 2474.1 4– 9900.4 32-mer + 2 ibu 9905
11.70 2491.0 4– 9968.0 32-mer + 3 ibu 9976

aibu = isobutyryl protecting group.
Source: From ref. 39 by permission of Wiley-VCH (copyright 2001).

insertions and deletions in DNA sequences. Gel electrophoresis can be applied to determine the
size of DNA fragments by using the reciprocal relationship between fragment length and elec-
trophoretic mobility (79). However, because the electrophoretic mobility of a DNA fragment is
affected by its sequence-dependent secondary structure, local sizing accuracy will be compro-
mised by standard fragments with anomalous mobility. Similarly, the influence of AT content
on retention of DNA fragments resulting in occasional inversions of eluted peaks as a function
of molecular size prevented the employment of anion-exchange chromatography for size-accu-
rate fragment identification (80). Consequently, IP-RP-HPLC was shown to be the most accu-
rate separation method for the determination of the size of double-stranded DNA fragments,
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which allowed the calculation of fragment size from retention data with an accuracy of better
than 3.2% (8).

A new era in the sizing of DNA in terms of sizing accuracy has begun with the introduction
of ICEMS (58,65,66,81). To illustrate this, the molecular masses of DNA restriction fragments
from four different commercially available DNA sizing standards were determined by ICEMS
with a relative mass deviation smaller than 0.12% (average 0.049%) (see Table 2). The corre-
sponding lengths of each of the 40 fragments (in basepairs) were calculated from the molecular
mass by subtracting the mass of H2O from the molecular mass and dividing by the average
mass of an AT and GC basepair [mass of (AT-H2O) = 617.4; mass of (GC-H2O) = 618.4;
average = 617.9). Because the mass of an AT basepair differs from that of a GC base pair only
by one mass unit, the length of a double-stranded DNA fragment in basepairs is essentially
independent of base composition. It can be deduced from the last column of Table 2 that the
measured lengths were in excellent agreement with the actual lengths (maximum relative
deviation of 0.13%) and that the sizing accuracy is more than one order of magnitude better
than that of mass measurements based on chromatographic retention data (8).

The observed high accuracy of mass and length determinations by ICEMS readily facilitates
the detection of sequence variations that cause a change in size of double-stranded nucleic
acids, namely insertions and deletions. In this context, the applicability of ICEMS was evalu-
ated through the characterization of restriction fragments of the pUC18 cloning vector (66)
(Fig. 9). After digestion with HaeIII, all fragment masses were determined with a maximum
mass deviation of ±0.09%. The only exemption was the 257-bp fragment showing a mass
deviation of –0.39%, which differed significantly from the average value for the mass devia-
tion given above. The measured mass difference of 620 mass units (measured mass: 158,220;
theoretical mass of the 257-mer: 158,840; see Fig. 10) corresponded almost exactly to the mass
of 1 bp. In fact, Sanger sequencing revealed the deletion of a C-G basepair at position 184,
proving that the fragment actually was a 256-mer (theoretical mass: 158,222; see Fig. 10).

Another application of ICEMS involved the size determination of short tandem repeat (STR)
loci (27). STRs are DNA segments typically found in noncoding regions, which are composed
of repeating units of dinucleotide to hexanucleotide motifs. Because the number of repeat units
is polymorphic in human populations, STRs are very useful for identity testing and genetic
mapping (82). In this context, ICEMS was applied to the genotyping of polymorphic STR loci
from the human tyrosine hydroxylase gene (humTH01). In all cases, the ICEMS results were in
full accordance with the alleles identified by conventional capillary electrophoretic sizing,
although as a result of the use of the molecular masses of the PCR amplicons for the allelic
discrimination, no DNA sizing standard or allelic ladder as internal standard was necessary for
the reliable genotyping of the STR markers.

3.3. Genotyping of Single-Nucleotide Polymorphisms by ICEMS

3.3.1. Introduction

After completion of the human genome sequence by the year 2001 (83,84), the discovery of
small dissimilarities in DNA sequences of different individuals, so-called single-nucleotide
polymorphisms (SNPs), will gain growing significance (85,86). Information about genetic
diversity facilitates valuable insights into inherited disposition to disease as well as in human
origin and gene migration. The gold standard for the determination of DNA sequences is the
fully automated Sanger sequencing method employing multiplexed capillary electrophoretic
analysis (87). Because polymorphisms between two randomly chosen chromosomes occur only
at a frequency of 1 in 800–62000 bp, their discovery by Sanger sequencing would dissipate a
lot of time and experimental effort for the determination of already known sequences. In due
consequence, a high number of different methodologies for screening for polymorphisms and
for determining individual allelic states have been developed, which have been reviewed
recently in refs. 88–90. In this context, ICEMS was proven to be a powerful analytical tool
(28,39,66,81,91–94).
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Table 2
Molecular Masses and Deduced Fragment Sizes of Double-Stranded DNA Fragments

Fragment Theoretical Measured Relative Calculated Relative
length  molecular  molecular deviation in length deviation in
[bp]a Sourceb mass mass   mass (%)  (bp)   size (%)

46 3 28,501.7 28476 –0.090 46.03 0.06
49 3 30,316.8 30,299 –0.059 48.98 –0.05
51 4 31,559.6 31,565 0.017 51.03 0.05
57 4 35,263.0 35,252 –0.031 56.99 –0.01
57 3 35,260.1 35,240 –0.057 56.97 –0.05
63 3 38,964.5 39,006 0.106 63.07 0.11
64 4 39,592.8 39,573 –0.050 63.99 –0.02
67 2 41,438.1 41,423 –0.036 66.98 –0.03
80 1 49,475.4 49,535 0.121 80.11 0.13
80 4 49,475.4 49,494 0.038 80.04 0.05
89 4 55,039.0 55,058 0.035 89.05 0.05
90 3 55,658.4 55,690 0.057 90.07 0.08

100 3 61,825.5 61,803 –0.036 99.96 –0.04
102 1 63,067.3 63,123 0.088 102.10 0.10
104 4 64,313.0 64,391 0.121 104.15 0.14
110 2 68,005.6 67,977 –0.042 109.95 –0.04
111 2 68,623.0 68,623 0.000 111.00 0.00
123 4 76,045.8 76,059 0.017 123.03 0.03
124 4 76,675.1 76,731 0.073 124.12 0.10
147 2 90,883.4 90,862 –0.024 146.99 –0.01
174 1 107,566.3 107,640 0.068 174.14 0.08
184 4 113,747.4 113,802 0.048 184.12 0.06
190 2 117,438.0 117,424 –0.012 189.98 –0.01
192 4 118,668.8 118,722 0.045 192.08 0.04
213 4 131,674.0 131,733 0.045 213.13 0.06
226 3 139,688.5 139,718 0.021 226.06 0.03
234 4 144,646.6 144,708 0.042 234.13 0.06
242 2 149,566.0 149,596 0.020 242.04 0.02
256 1 158,221.7 158,220 –0.001 256.00 0.00
257 3 158,848.0 158,849 0.001 257.02 0.01
267 1 165,018.1 165,221 0.123 267.33 0.12
267 4 165,019.1 165,091 0.044 267.12 0.05
281 3 173,693.5 173,522 –0.099 280.76 –0.08
298 1 184,198.4 184,262 0.035 298.15 0.05
331 2 204,588.8 204,611 0.011 331.08 0.02
403 3 249,099.7 248,874 –0.091 402.71 –0.07
404 2 249,643.9 249,750 0.043 404.13 0.03
434 1 268,240.4 268,340 0.037 434.22 0.05
489 2 302,222.7 302,391 0.056 489.32 0.07
501 2 309,574.2 309,567 –0.002 500.94 –0.01

aActual length derived from the sequence.
b1, pUC18 DNA–HaeIII digest; 2, pUC19 DNA–MspI digest; 3, pBR322 DNA-AluI digest; 4,

pBR322DNA–HaeIII digest.
Source: From ref. 81 by permission of Elsevier Science (copyright 2002).
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Fig. 9. Chromatographic separation and mass analysis of the double-stranded restriction
fragments of a pUC19 MspI digest: (A) reconstructed total ion current chromatogram; (B) mass
spectrum of the double-stranded 190-mer; (C) mass spectrum of the double-stranded 501-mer.
Column: PS/DVB monolith, 60 × 0.2 mm i.d.; mobile phase: (A) 25 mM butyldimethylammonium
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Fig. 10. Mass spectrum for the detection of a deletion in a double-stranded DNA fragment
from the cloning vector pUC18 by means of ICEMS. Column: PS/DVB monolith, 60 × 0.2 mm
i.d.; mobile phase: (A) 25 mM triethylammonium bicarbonate, pH 8.4, (B) 25 mM
triethylammonium bicarbonate, pH 8.4, 20% acetonitrile; linear gradient: 5–32% B in 3 min,
32–38% B in 7 min, 38–43% B in 12 min; flow rate: 3.0 µL/min; temperature: 25°C; sheath
gas, nitrogen; sheath liquid, 3.0 µL/min acetonitrile; scan: 1000–3000 amu; sample, 12 fmol
pUC18 DNA–HaeIII digest. The inset on the left side shows the deconvoluted mass spectrum;
the one on the right side shows the sequence determined by Sanger DNA sequencing (in upper-
case letters), which confirms the deletion suspected by mass spectrometry as a missing G-C
basepair at position 184 in the published sequence (in lowercase letters). (Reproduced from
ref. 66 by permission of Wiley–VCH [copyright 2001].)

3.3.2. Mutation Detection by ICEMS

In general, for the detection of sequence variations in PCR-amplified sequences, ICEMS is
performed under completely denaturing conditions by applying elevated temperatures. Because
the mass of an AT basepair (617.4 Dalton) differs from that of a GC basepair (618.4 Dalton)
only by one mass unit, base changes in double-stranded chromosomal fragments would go
undetected because they do not cause a sufficient difference in mass. In contrast, by measuring
the masses of the single strands, base substitutions both in heterozygous and homozygous
samples can be unequivocally identified in DNA fragments with lengths of more than 80 bp by
taking advantage of mass differences of at least 9 Daltons (A>T) up to 40 Daltons (G>C).

Fig. 9. (continued) bicarbonate, pH 8.4, (B) 25 mM butyldimethylammonium bicarbonate,
pH 8.4, 40% acetonitrile; linear gradient: 10–40% B in 3 min, 40–50% B in 12 min; flow
rate: 3.0 µL/min; temperature: 25°C; sheath gas: nitrogen; sheath liquid: 3.0 µL/min acetoni-
trile; scan, 1000–3000 amu; sample: 15 fmol digest. (Reproduced from ref. 39 by permission of
Wiley–VCH [copyright 2001].)
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An example for the recognition of an A>C polymorphism in a heterozygous individual is
illustrated in Table 3. Based on the high accuracy of mass measurements and a comparison of
the measured and theoretical masses, it was evident that from the four principally possible
alleles only the alleles A and C fit the experimental data. As expected, the masses of the for-
ward strands were shifted by 312 mass units to higher mass resulting from the nontemplate
addition of an additional deoxyadenosine by Taq polymerase (27,66,95).

3.3.3. Resequencing of Multiple SNPs

The information content of SNPs increases considerably when several SNPs are combined
to form haplotypes. Haplotypes are usually inferred from individual unphased SNP genotypes.
Although accuracy of such inferences tends to be excellent (96), experimental confirmation is
still desirable.

In this context, ICEMS was shown to be an inexpensive and rapid alternative (92) to the tradi-
tionally applied techniques like cloning or allele-specific PCR, followed by Sanger sequencing
(88). For example, the identification of SNPs in a 76-bp amplicon containing two polymorphic
sites, namely A>T and A>G, located at positions 26 and 40, respectively, from the 5' end of the
forward primer, is depicted in Fig. 11. The reverse and forward strands of the double-stranded
PCR product were partly separated. Although it is feasible to resolve the two strands com-
pletely, as chromatography on a poly(styrene/divinylbenzene) matrix separates single-stranded
DNA fragments as a function of base composition rather than size (10), this is not necessary
because the masses of the eluting single-stranded DNA fragments can be determined unam-
biguously even if eluted in a single peak. Mass spectra for both single strands were extracted
from the reconstructed ion chromatogram (see Fig. 11A) and deconvoluted to yield intact mo-
lecular masses of 23915 and 23218, respectively (see Fig. 11B and C). The measured molecu-
lar masses corresponded excellently with the theoretical masses inferred from the forward and
reverse sequences of the A,A allele and, thus, clearly identified the sample as a homozygous
A,A haplotype.

3.3.4. High-Throughput Analysis of PCR Products

By genotyping of the Y-chromosomal SNP M9, the high reliability and speed of ICEMS
was approved (91). Moreover, the suitability of ICEMS for forensic SNP genotyping was dem-
onstrated. The M9 locus, a C>G transversion, was initially detected by denaturing HPLC (97)
and defines an ancestral lineage that is found in all geographical regions except Africa. The two
alleles of the M9 locus were differentiated in 62-bp-long amplicons on the basis of intact mo-
lecular mass measurements. Because sample purification by liquid chromatography usually
remains the time-limiting step during the analysis, the duty cycle for a single run was reduced

Table 3
Allele Identification Though Comparison
of the Eight Theoretically Possible with the Measured Masses

Theoretical Measured
Allele molecular mass molecular mass

A+dAf 15,893.54 15,890
Ar 15,806.42 15,806
T+dAf 15,884.52 —
Tr 15,797.40 —
G+dAf 15,909.54 —
Gr 15,871.47 —
C+dAf 15,869.51 15,869
Cr 15,831.44 15,831

Source: From ref. 66 by permission of Wiley-VCH (copyright 2001).
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to 2 min by applying a separation time of 45 s, a column regeneration time of 45 s, and column
equilibration time of 30 s (see Fig. 12), which, in principle, enables the analysis of more than
700 samples per day on one system. Moreover, in a blind study, 90 different DNA samples
from unrelated Caucasian males were analyzed using both ICEMS and a restriction fragment
length polymorphism assay employing capillary gel electrophoretic analysis. Of these, two
samples could successfully be genotyped only by ICEMS, whereas no signals were detected by
the other method. This observation was attributed to the low amount of DNA present in these
two samples. All other samples were assigned correctly by both methods and the genotypes
determined correlated 100%.

3.3.5. Detection of Alleles Predisposing to Ovarian and Breast Cancer

Most ovarian cancers are considered sporadic, but about 5–10% of cases present with a
family history of ovarian and/or breast cancer that suggests inheritance of predisposing factors.
The first gene predisposing to ovarian and breast cancer, named BRCA1, was cloned by Miki et
al. in 1994 (98). Mutations in BRCA1 are found in more than 80% of families with a history of

Fig. 11. Determination of multiple SNPs in a homozygous 76-bp amplicon of STS G-109954
by ICEMS. Column, PS-DVB monolith, 60 × 0.20 mm i.d.; mobile phase, (A) 25 mM
butyldimethylammonium bicarbonate, pH 8.40, (B) 25 mM butyldimethylammonium bicar-
bonate, pH 8.40, 40% acetonitrile; linear gradient, 5–70% B in 10 min, flow rate, 2.0 µL/min;
temperature, 70°C; scan, 500–2000 amu; sheath gas, nitrogen; postcolumn addition of 3.0 µL/
min acetonitrile; sample, 500 nL PCR product. (Reproduced from ref. 92 by permission of
Oxford University Press [copyright 2002].)
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Fig. 12. High-speed, repetitive analysis of a 61-bp PCR amplicon of the Y-chromosomal
SNP locus M9. Column, monolithic PS-DVB, 60 × 0.20 mm i.d.; mobile phase, (A) 25 mM
butyldimethylammonium bicarbonate, pH 8.40, (B) 25 mM butyldimethylammonium bicar-
bonate, pH 8.40, 40% acetonitrile; linear gradient, 5–40% B in 45 s, 100% B for 30 s, 5% B for
45 s; flow rate, 2.0 µL/min; temperature, 70°C; scan, 500–2000 amu; sheath gas, nitrogen; sheath
liquid, 3 µL/min acetonitrile; sample, M9 allele G, approx 100 fmol. (Reproduced from ref. 91 by
permission of Elsevier Science [copyright 2002].)

both breast and ovarian cancer (99). Therefore, a fast and reliable screening tool for the detec-
tion of sequence variations in BRCA1 is of utmost importance in presymptomatic tumor diag-
nostics.

In this context, partially denaturing HPLC (DHPLC) (94,100,101) has emerged as one of the
most sensitive physical mutation-screening methods. However, a recent study reported diffi-
culties in the detection of two mutations in exon 5 of BRCA1, namely 286A>G and 300T>G
(102). This led to the recommendation to sequence exon 5 in all cases, in which no disease-
causing mutation could be detected in any of the BRCA1 exons. Although rare, such observa-
tions have underscored the need for developing alternative screening methods like ICEMS that
are independent of experimental conditions like temperature or denaturant concentration for
the detection of a sequence variation in a DNA fragment of interest.

The outstanding performance of ICEMS applied as mutation screening tool was demon-
strated by the successful identification of four different mutations, namely 259G>A, 286A>G,
300T>G, and 331+1G>A, in exon 5 and intron 5 of BRCA1, respectively. In order to reduce the
length of the amplicon that contained the four mutations to a length that is more suitable for
ESI-MS analysis, the 206-bp fragment was digested with the restriction enzyme NlaIII. Because
the enzyme generates four-nucleotide overhangs of the sequence CATG, the mixture to be ana-
lyzed in principle comprised four oligonucleotides of different lengths and sequences (16-,
20-, 101-, and 105-mer) as well as two reverse complementary oligonucleotides of the same
length (2 × 85-mer). The reconstructed ion chromatogram of an NlaIII restriction digest of the
206-bp amplicon generated from a heterozygous carrier of the 286A>G mutation in exon 5 of
BRCA1 is illustrated in Fig. 13A. The 16-mer and 20-mer oligonucleotides eluted from the
column at retention times between 3.5 and 4.5 min, but they were detected as very weak signals
because the mass spectrometer was tuned primarily for the sensitive detection of larger oligo-
nucleotides. Because both fragments did not contain a mutation, no attempt was made to opti-
mize the tuning parameters for better detection.



LC-MS of Nucleic Acids 367

Fig. 13. Detection of the 286A>G mutation in exon 5 of BRCA1 in a heterozygous carrier by
ICEMS. (A) Reconstructed ion chromatogram of a NlaIII restriction digest of a 206-bp
amplicon. The 16- and 20-mer restriction fragments eluted at the beginning of the chromato-
gram. (B–E) Raw and deconvoluted (insets) mass spectra of the four peaks resolved by chro-
matography. Column, PS-DVB monolith, 60 × 0.20 mm i.d.; mobile phase, (A) 25 mM
butyldimethylammonium, pH 8.40, (B) 25 mM butyldimethylammonium bicarbonate, pH 8.40,
40% acetonitrile; linear gradient, 5–70% B in 10 min, flow rate, 2.0 µL/min; temperature,
70°C; scan, 500–2000 amu; sheath gas, nitrogen; postcolumn addition of 3.0 µL/min acetoni-
trile; sample, 500 nL PCR product. (Reproduced from ref. 28 by permission of Wiley–VCH
[copyright 2003].)

The remaining four oligonucleotides, ranging in size from 85 to 105 bp, were at least partly
separated from each other. For all five single strands, raw mass spectra were extracted from the
reconstructed ion chromatogram (see Fig. 13B–E) and deconvoluted to yield their intact mo-
lecular masses (see insets in Fig. 13B–E).

In comparison to the raw mass spectra of the forward (see Fig. 13B) and reverse 85-mer (see
Fig. 13C), those of the 101-mer (see Fig. 13D) and 105-mer (see Fig. 13E) look quite messy.
This is for good reason: The peak eluting off the column after the 85-mers did not only contain
the wild-type (286A) 101-mer but also the respective mutant (286G) allele as the 286A>G
mutation had been amplified from germline DNA of a heterozygous carrier. The series of multi-
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ply charged ions of the two 85-mers were clearly visible and were deconvoluted into an
almost ideal Gaussian signal on a real mass scale (see insets in Fig. 13B,C), whereas the
deconvolutions of the 101-mers yielded signals showing more or less pronounced shoulders
(see Fig. 13D). Likewise, the peak of the 105-mer fragment contained both the wild type and
the mutant alleles, which manifested itself in a significant broadening of the deconvoluted
mass peak (see Fig. 13E).

Figure 14 summarizes the mass spectra of all four mutations. The presence of a mutation is
ideally revealed by the appearance of a second distinct peak in the mass spectrum. However,
this was only the case for the 300T>G mutant in the 101-mer fragment. In all other instances,

Fig. 14. Deconvoluted mass spectra of the 85-mer, 101-mer, and 105-mer restriction frag-
ments of the wild-type and mutant alleles of the four BRCA1 mutations 259G>A, 286A>G,
300T>G, and 331+1A>G. The top row shows the spectra of wild-type alleles only, whereas
rows 2–5 show spectra obtained from heterozygous mutation carriers. Column, PS-DVB mono-
lith, 60 × 0.20 mm i.d.; mobile phase, (A) 25 mM butyldimethylammonium bicarbonate, pH 8.40,
(B) 25 mM butyldimethylammonium bicarbonate, pH 8.40, 40% acetonitrile; linear gradient,
5–70% B in 10 min, flow rate, 2.0 µL/min; temperature, 70°C; scan, 500–2000 amu; sheath
gas, nitrogen; postcolumn addition of 3.0 µL/min acetonitrile; sample, 500 nL PCR product in
each run. (Reproduced from ref. 28 by permission of Wiley-VCH [copyright 2003].)
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the presence of the mutant allele resulted in a shoulder (e.g., 85-mer of 259G>A) or a slight
broadening of the signal (e.g., 105-mer of 286A>G). Nevertheless, in contrast to partially dena-
turing DHPLC (see Fig. 2 of ref. 102), all four mutations could be readily recognized, includ-
ing 286A>G and 300T>G, which clearly demonstrates the high sensitivity of ICEMS for the
detection of sequence variations.

4. Conclusions
ICEMS is a powerful method for nucleic acids analysis, which is based on the hyphenation

of ion-pair reversed-phase liquid chromatography to electrospray ionization–mass spectrom-
etry. Through the use of miniaturized columns in the capillary format under optimized chro-
matographic and mass spectrometric conditions very small amounts of biological samples are
amenable to analytical characterization. This is expected to make ICEMS applicable not only
in specialized academic laboratories but also for routine analysis. The accurate molecular
masses obtained from ICEMS measurements yield important information about the identity
and structure of nucleic acids and will help to characterize synthetic nucleic acids as well as to
detect sequence variations in genomic DNA.
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1. Introduction
Cytogenetic research has had a major impact on the field of medicine, especially in oncol-

ogy and reproductive medicine, providing an insight into the frequency of chromosomal abnor-
malities that occur during gametogenesis, embryonic development, and tumor development
(1). This is well emphasized by the continuing focus on genetic abnormalities that are associ-
ated with, as well as probably responsible for, tumor origin, tumor progression, spontaneous
abortions, and congenital anomalies. However, information on recurrent chromosomal aberra-
tions in solid tumors and in some hematological cancer is still limited. The growth of solid
tumor in culture for cytogenetic analysis is poor and is compounded by low mitotic indices (2).
Often the specimens are contaminated with bacterial and other microbial agents and might
contain large regions of necrotic tissue. In addition, the major clone that does grow might not
reflect its true representation in the tumor in vivo, where multiple subclones exist with complex
chromosomal alterations, making identification of primary genetic changes difficult. Further-
more, solid-tumor metaphase chromosomes often have poor morphology (1). A newly described
molecular-cytogenetic technique that does not rely on growth of the tumor in culture might
well accelerate the rate at which perturbed chromosomal regions can be cytogenetically identi-
fied and molecular-genetically characterized in solid tumors (2). In the past decade, fluores-
cence in situ hybridization (FISH) has significantly improved the cytogenetic analysis of
tumors. FISH utilizes specific chromosomal probes, usually composed of cloned fragments of
DNA (3) (see Chapter 29). These probes will anneal only to their matching complementary
DNA sequences on target chromosomes and can accurately detect and target one specific gene
or chromosome region at a time.

However, the application of FISH in cytogenetic analysis leaves the majority of the genome
unexamined (4). Now, these limitations can be circumvented through the use of molecular
cytogenetic approaches referred to as new FISH-based technologies, including reverse FISH,
multiplex FISH (M-FISH), spectral karyotyping (SKY), comparative genomic hybridization
(CGH) analysis, and matrix or microarray–CGH (M-CGH) (4). These technologies have
bridged the gap between molecular genetics and conventional cytogenetics. The combination
of traditional cytogenetic techniques with molecular-genetic methodologies has added a new
and powerful dimension to human genetics. Although the information derived using reverse
FISH is highly informative, the procedure is technically demanding and requires specialized
micromanipulation equipment to microdissect the region of interest from abnormal chromo-
somes (3). Among these technologies, CGH has provided an unparalleled insight into the na-
ture of chromosome imbalance in disease development and progression. CGH-based technology
is able to discover and map genomic regions for chromosomal gains or losses in a single experi-
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ment without any prior information on the chromosomal aberration in question (5). This ability
addresses many of the deficiencies of FISH and conventional cytogenetic analyses. CGH pro-
duces a map of DNA sequence copy number changes as a function of chromosomal location
throughout the entire genome (6). In a typical CGH experiment, genomic DNA from tumor and
normal tissue is separately labeled with different fluorochromes (green color for tumor and red
for normal control); these differently labeled DNA probes are hybridized simultaneously to
metaphase chromosome spreads prepared from normal individuals (7). In addition to different
fluorochromes for labeling (in the direct method), haptens (in the indirect method) are also
frequently used as labeling dyes because of their flexibility and cost-efficiency. CGH is also
performed with differentially labeled normal DNA as a reference standard for data analysis.
Detailed analysis is performed using a sensitive monochrome cooled charge-coupled device
(CCD) camera and automated image analysis software. Regions of loss or gain of DNA sequences
are seen as changes in the ratio of the two fluorescence intensity ratio profiles along the target
chromosomes. Thus, gene amplification or chromosomal duplication in the tumor DNA pro-
duces an elevated green-to-red ratio, and deletions of chromosomal loss cause a reduced ratio
(8–11). This chapter will focus on the technique of CGH and its modifications and will review
the genetic perturbations revealed by CGH for a number of tumor types and its potential appli-
cation in clinical practice.

2. Method
Using schematic representation, it is easy to understand that the basis of the CGH procedure

involves competitive in situ hybridization of differentially labeled tumor DNA and normal
reference DNA to normal human metaphase spreads (see Fig. 1). The CGH approach does not
require mitotic tumor cells, so fresh, frozen, and paraffin-embedded tissues can be examined.
In addition, only a small amount (less than 500 ng) of genomic DNA is needed for a whole-
genomic analysis. However, to use CGH to determine the true incidence of chromosome abnor-
mality in human embryos (for reproductive medicine) and to develop CGH protocols
compatible with preimplantation genetic diagnosis (PGD), several modifications to existing
methods are necessary, because a single cell contains only 5–10 pg of DNA. Consequently, the
DNA content of the cell must be amplified prior to use for CGH. We can achieve the approx
40,000-fold amplification necessary using a polymerase chain reaction (PCR)-based strategy
to enzymatically copy the single-cell genome multiple times. The amplification is so efficient
that sufficient DNA can be generated from a single cell for numerous subsequent PCR analy-
ses, as well as for CGH (3,12). Detailed methodological reviews can be found at http://
www.nhgri.nih.gov/DIR/LCG/CGH/technology.html and http://www.utoronto.ca/cancyto/ or
in several excellent articles (2–4,6,13–19).

2.1. Normal Metaphase Preparation

Normal metaphase slides are prepared from phytohematoglutinin-stimulated peripheral
blood lymphocyte cultures from a healthy individual. Cells are arrested in mitosis by colchi-
cines, harvested, treated with hypotonic KCl, and fixed in methanol/acetic acid. The cells are
dropped onto slides in such a way that chromosomes from mitotic cells are nicely spread (18).

2.2. The Procedure of CGH

Study DNA can be obtained by any type of DNA isolation that yields high-molecular-weight
DNA that is suitable for use in CGH. Normal DNA for use as a reference can be taken from
blood lymphocytes from any healthy man. DNAs are extracted in phenol–chloroform using
standard protocols. The extracted DNA concentrations are estimated by spectrophotometric
measurement. Before beginning any labeling, the quality of the DNA must be assessed. In fact,
after labeling, it is strongly suggested that the quality of the DNA be assessed again. Take a
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Fig. 1. Flowchart for CGH analysis. First, equal amounts (500 ng) of tumor DNA is labeled
with green fluorochrome-conjugated nucleotide, such as Spectrum green–dUTP or fluorescence
isothiocyanate–dUTP (FITC–dUTP) by nick translation, whereas reference DNA from periph-
eral lymphocytes of normal male or female donors is labeled with red fluorochrome-conju-
gated nucleotide, such as Spectrum red–dUTP or Texas red–dUTP. The sizes of the probes are
optimized to a range from 500 bp to 2 kb. The labeled DNA (200 ng) is mixed with 10 µg of
unlabeled human Cot-1 DNA for blocking ubiquitous repetitive sequences commonly detected
on the centromeric and heterochromatic regions; then, it is ethanol precipitated and redissolved
in 10 µL hybridization solution. The resulting probe mixture is denatured at 76°C for 7 min and
reannealed at 37°C for 1 h. Metaphase chromosomes are also denatured at 76°C in 70%
formamide solution for 3–4 min. The denatured probe mixture is dropped onto the metaphase
chromosome slide, covered with a cover slip, sealed with rubber cement, and then allowed to
hybridize by incubating the slide in a moist chamber at 37°C for 3 d. After hybridization, the
slides are washed twice with 50% formamide with 2X SSC at 43°C for 10 min, followed by
three changes with PN buffer at room temperature, 10 min each for removing the unbound
probe. The slides are counterstained with diamidino-2-phenylindole (DAPI) and mounted in
Vectashield mounting medium. Fluorescence signals from the hybridized chromosomes are
captured and analyzed using CGH analysis software, such as the QUIPS XL Genetics Worksta-
tion system. Typically, 6–10 sets of metaphase chromosomes from one sample slide are
observed under a fluorescence microscope equipped with a cooled CCD camera. The filter
system consists of a triple-bandpass beam splitter, a triple-bandpass emission filter, and three
single-bandpass excitation filters mounted on a computer-controlled filter wheel. This design
allows collection of sequential, properly registered images from three fluorescence channels.
The ratio profile of green (tumor) to red (control) fluorescence intensity is plotted as a function
of locations along individual chromosomes using software. Data from 6–10 captured
metaphases are pooled to obtain an averaged ratio profile for each sample (or patient). Ge-
nomic aberrations, such as gains (amplification) or losses (deletion), at certain chromosome
regions are defined by setting the thresholds at 1.2 and 0.80, respectively.
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1-µg sample of the DNA and run it on a 1% ethidium bromide stained gel. The criteria for the
DNA include the following: (1) the sample must be of high molecular weight, (2) the DNA
should also be quantified using an accurate spectrophotometer or a DyNA Quant 2000 fluo-
rometer, and (3) the DNA should be dissolved in water, not TE buffer.

A successful CGH relies on the labeling of equal amounts of the high-quality DNA that is to
be tested against the normal reference DNA. Test and reference DNAs are differentially
labeled, and it is apparent that the size of the DNA before and after labeling is an important
consideration in the overall success of the assay (13). It is suggested that the labeling scheme be
switched and the experiment repeated to ensure that the results are consistent.

Labeled DNAs should range in size from 500 bp to 2 kb to achieve optimal hybridization. In
some cases, very high-molecular-weight DNA requires mechanical shearing before labeling,
and in others, the extracted DNA can be labeled as is (13). Labeling can be used with
biotinylated and digoxigenin-conjugated deoxynucleotides, which require secondary detection
steps before visualization posthybridization, or be used with directly fluorochrome-conjugated
deoxynucleotides, which can be visualized, and require fewer posthybridization signals. Table 1
lists the commonly used fluorochromes and their spectral characteristics. Nick translation is the
method of choice for labeling the DNAs, because of its ability to regulate the nicking activity of
DNAase I relative to the synthesizing activity of DNA polymerase I to achieve optimally sized
fragments (2). For applications on paraffin-embedded material, two publications described pro-
tocols for preparation, labeling, detection, and optimizing universal in vitro amplification of
genomic DNA (20,21). DOP-PCR proved to be the most effective method for amplifying and
labeling genomic DNA from microdissected tissue areas (19).

As described in Fig. 1, the procedure of CGH is briefly summarized as follows: (1) differen-
tially label the DNAs; (2) precipitate, denature, and hybridize the DNAs; (3) posthybridization
washes and detection steps; (4) fluorescence microscopy and image analysis. The result is dem-
onstrated as Fig. 2 A,B.

2.3. Troubleshooting

The first ethanol–salt precipitation serves to remove the dNTPs that are not incorporated in
the labeling reaction. To prevent loss of the labeled DNA, an excess of salmon sperm DNA
(50 µg of salmon sperm DNA for each 1 µg of labeled DNA) is precipitated with the labeled
DNA such that any loss of DNA from the precipitation procedure comes mainly from the salmon
sperm DNA rather than the labeled DNA.

The best recovery of DNA results from leaving the DNA/salt/ethanol mixture at –20°C over-
night before centrifugation. However, if this is not possible, 1 h at –70°C will give a decent
recovery. In order to determine the amount of salmon sperm that is required, as well as the
amount of water needed to yield the final concentration of 10 ng/µL, the actual amount of
labeled probe must be determined.

On the one hand, chromosomes must be sufficiently denatured to permit hybridization of
labeled DNAs, but, on the other hand, they must retain their morphology for unequivocal iden-
tification during karyotyping. A protocol for optimized chromosome preparations and hybrid-
ization conditions has been reported elsewhere (13), which provides a guideline for
troubleshooting in CGH experiments (criteria for acceptable CGH images, control experiments,
quality assurance, and interpretation of ratios). Such troubleshooting is now facilitated by com-
mercially available and standardized CGH reagents required for CGH analysis (e.g., reference
metaphase spreads, labeling kits, labeled nucleotides, and labeled reference DNAs) and control
tumor DNAs (labeled and unlabeled MPE 600 DNA from a breast cancer cell line) with defined
chromosomal imbalances that must be visible with CGH analysis.

3. Applications
Comparative genomic hybridization is a FISH-based technique that can detect gains and

losses of whole chromosomes and subchromosomal regions. Often, CGH is based on a two-
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Table 1
Fluorescent Dyes Commonly Used for CGH

Absorbance Emission
Fluorochrome Color (nm) (nm)

DAPI Blue 350 456
FITC Green 490 520
Spectrum green Green 497 524
Rhodamine Red 550 575
Spectrum red Red 587 612
Texas red Red 595 615

color, competitive FISH of differentially labeled tumor and reference DNA to normal metaphase
chromosomes and can scan the whole genome without prior knowledge of specific chro-
mosomal abnormalities (4). CGH accounts for all chromosomal segments in the tumor cell
genome, including those present in marker chromosomes whose origin cannot be determined
by conventional karyotyping. Application of the CGH procedure has permitted the identifica-
tion of recurrent imbalances in a wide variety of human diseases, and so far, more than 1500
articles have been published on CGH, with approx 90% reporting the utility of CGH in delin-
eating cytogenetic changes in cancer specimens (http://www3.ncbi.nlm.nih.gov/entrez/
query.fcgi). About 6% of CGH articles have dealt with technical aspects and only a limited
number have described the application of CGH in a clinical cytogenetics setting (1).

3.1. Tumor Genetics

Cancer is a complex disease occurring as a result of a progressive accumulation of genetic
aberrations and epigenetic changes that enable an escape from normal cellular and environ-
mental controls (4). Neoplastic cells might have numerous acquired genetic abnormalities,
including aneuploidy, chromosomal rearrangements, amplifications, deletions, gene rear-
rangements, and loss-of-function or gain-of-function mutations (4). These genetic abnormali-
ties lead to the abnormal behavior common to all enoplastic cells, including the dysregulation
of growth, lack of contact inhibition, genomic instability, and a propensity for metastases. The
genes affected by aberrations in cancers are often divided into two main categories: genes that
have gain-of-function (amplification) known as oncogenes, and genes that have loss-of-func-
tion (inactivation) known as tumor suppressor genes. The tumor suppressor genes often need a
complete loss of function in both alleles because the chromosomes are often paired. More than
100 genes have been reported to be related to tumor development and/or tumor progression.
Gene amplification is an essential mechanism of oncogene activation, in addition to structural
alterations, loss of control mechanisms, insertional mutagenesis, and chromosome transloca-
tions (22).

The power of CGH has been clearly proven, since the first published article by Kallioniemi
et al. in 1992, as a tool to characterize chromosomal imbalances in neoplasias (5). The number
of studies concerning solid tumors and hematological cancers is impressive. Many excellent
review articles or websites (e.g., http://www.helsinki.fi/~lgl_www/CMG.html, which contains
the chromosomal locations of recurrent DNA copy number changes in 73 tumor types from 283
reports) have been found that summarize the chromosomal imbalances detected by CGH in
solid tumors and in hematological diseases (19,22–25). The majority of studies focus on spe-
cific types of tumor, with tumor development, progression, clinical correlation, prediction of
response to therapy, and disease-free survival in a given population, with the presence of infec-
tion (25). For example, Wang suggested that genes located at 6q27 might play a crucial role in
the early events of ovarian tumor development and that there is a continuum in the progression
model of ovarian neoplasia and the high frequency of gene amplification at 20q12-q13.2, indi-
cating that the overpresentation of these genes might play a crucial role in the pathogenesis of
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Fig. 2. (A) Schematic representation showing a summary of CGH at a glance. CGH offers
many advantages in detecting unknown genomic imbalances from materials of interest. (B)
Quantification of fluorescence intensity is depicted. The values of the fluorescence intensity
ratio are drawn as a function of their positions along the individual chromosomes (curved lines).
Ratio values less than the threshold value of 0.8 (red line to the right of the central black line)
are considered gene deletions, whereas ratio values > 1.2 (green line to the right of the central
black line) are indicative of gene amplifications. The potential regions of loss and gain abnor-
malities are also marked (red and green bars); losses are shown at the left and gains at the right
of the chromosome ideograms.
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ovarian cancer (26). In fact, several of the copy-number changes in ovarian cancers might be
explained by known abnormalities in the genes involved in ovarian tumorigenesis (loss of
17pter-q21 and p53, gain on 17q and amplification of HER2/Neu/erbB2, amplification on 8q24
and myc, and gain at 3q26.3 and amplification of the p110 catalytic subunit of PI3K), which
provide unique targets. The p53 tumor suppressor has been explored as a target for gene therapy
in ovarian cancer, and HER2/neu/erB2 is being targeted by antibody-mediated therapy
(herceptin) and E1A-mediated gene therapy. In the study of ovarian cancer samples from Kudoh
et al., the researchers demonstrated that the presence of an increased copy number at 1q21 and
13q13 correlate with a lack of response to a chemotherapy regimen consisting of cisplatin,
doxorubicin, and cyclophosphamide (27). Therefore, identification and characterization of the
genes driving the copy-number abnormalities detected by CGH might provide new therapeutic
targets in ovarian cancer, which might directly affect tumor cell growth or alter sensitivity to
chemotherapy (28).

In addition to the application of CGH for studying solid tumors, CGH also contributes to the
knowledge of chromosomal alterations in hematological diseases such as leukemia and lym-
phomas. With the application of CGH in lymphoma, gene amplifications are also often seen
(19,25,29). Struski et al. further suggested the indications of CGH in hemopathies, including
(1) a normal karyotype (a proliferation of normal cells to the detriment of tumor cells during the
cell culture), (2) failure of the karyotype (low proliferative potential as multiple myeloma), and
(3) uninterpretable metaphases because of poor quality (e.g., acute lymphoid leukemia) and
complex karyotypes (e.g., lymphoma) (25).

Because CGH recognizes only proportional changes in copy number, the ratio profiles do
not indicate the absolute copy-number change. For example, Knuutila et al. found in diploid
and near-diploid cells that a ratio of 1.5 indicates at least a 100% increase in the copy number of
an entire chromosome arm or of a region of a chromosome band, but the threshold is not reached
when the increase is only 50% (e.g., chromosomal trisomy) (22). In addition, when a DNA
copy number increase is restricted to a small chromosome area representing, for example, the
amplification of a single gene, the copy number increase should be 10-fold or higher (22).

3.2. Clinical Cytogenetics

Comparative genomic hybridization has also been useful in clinical cytogenetics and has
facilitated the identification and characterization of intrachromosomal duplications, deletions,
unbalanced translocations, and marker chromosomes in prenatal, postnatal, and preimplanta-
tion samples (3,30–33). CGH is also useful in revising incorrectly assigned karyotypes. The
ability of CGH to define more precisely the chromosomal material comprising marker chromo-
somes and unbalanced rearrangements has helped to further define the critical chromosomal
regions that are associated with adverse phenotypic outcomes, thus providing prognostic infor-
mation for genetic counseling (31). This information is also beneficial to prenatally ascertain-
ing cases of marker chromosomes, as it might provide couples with a means to make rational
and informed decisions concerning the pregnancy. CGH is also powerful in advancing molecu-
lar cytogenetics in the area of evaluating mental retardation (33). CGH has two major uses in
the analysis of mental retardation, including the further characterization of unbalanced karyo-
types as detected by routine banding analysis, such as additions, duplications, deletions, trans-
locations, markers, or complex aberrations, and the screening for “hidden” chromosome
aberrations in patients with apparently normal karyotypes.

Figure 3 A–D illustrates a case of congenital anomaly that was diagnosed prenatally using
amniocentesis performed at the gestational age of between 14 and 20 wk. We first identified the
patient as probably having an abnormal chromosome, involving chromosome 1 and another
chromosome (perhaps chromosome 5 or chromosome 13), using the conventional karyotyping
method. Then, we used CGH to find the possibly abnormal area—deletion of 1q terminal and
amplification of 13q. Based on the findings of CGH, we suspected that the translocation chro-
mosome might be involved with chromosome 1 and chromosome 13. Finally, we used FISH
(see Chapter 29) to confirm the diagnosis, using whole-chromosome and specific telomere
probes.
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Fig. 3. The application of molecular cytogenetic tools in detecting the chromosome aberra-
tions in a case with congenital anomaly. (A) Traditional G-banding analysis finds an abnormal
chromosome with additional materials in the terminal end of one chromosome 1q. However,
the origin of this material is unable to be determined by G-banding. (B) CGH is then performed
and shows genomic changes with 1q terminal loss and 13q gain. (C) FISH with chromosome
painting probes 5 and 13 (chromosome 5 painting probe is used as an internal control) is per-
formed and shows the additional material in chromosome 1q terminal is from chromosome
13q. (D) FISH with 13q and 1q telomere probes is also done and detects the deletion of terminal
region in one of chromosome 1. All of these FISH studies confirm the finding by CGH analysis
and give us a clearer picture about this chromosome aberration.
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4. Conclusion
Methods for chromosomal analysis have become increasingly powerful, benefiting enor-

mously from the fusion of traditional cytogenetic techniques and molecular genetics. This has
not only led to advances in clinical diagnosis but has also provided markers for the assessment
of prognosis and disease progression. CGH might be among the most significant methodologi-
cal advances and has overcome many of the technical limitations that beset earlier cytogenetic
methods, allowing detailed chromosomal data to be obtained from a variety of tissues that were
previously considered problematic (2). CGH has been employed for the ascertainment of chro-
mosomal duplications, amplifications, and deletions that contribute to neoplastic transforma-
tion, revealing the chromosomal location of tumor suppressor genes and oncogenes that are
central to disease development or progression and can also identify new prognostic markers.
However, it should be noted that CGH has limitations. It cannot detect balanced chromosomal
abnormalities such as translocations, inversions, or point mutations. In addition,
pericentromeric, telomeric and heterochromatic regions cannot be evaluated, and 1p32-pter,
16p, 19, and 22 could lead to a false-positive interpretation (22). Chromosomal imbalances
must be present in about 50% of cells to be detected, which means that CGH requires that
tumor specimens be relatively free of surrounding normal tissue. Finally, the sensitivity and
resolution of conventional chromosome-based CGH is likely limited to changes that are 5–10 Mb
(19,20), although thresholds of detection for amplification might be lower (2 Mb) compared to
those of detection for deletion (10–20 Mb) (13). As an example, an amplicon located at 19p,
which contains AKT2, is frequently present in ovarian cancer cells but is too small to be
detected by classical CGH (18). Similarly, the frequency of copy-number abnormalities at 3q
is greater when it is analyzed by FISH with region-specific probes than when it is assessed by
chromosome-based CGH (34). Because the limitations of CGH for the genetic characterization
of cancer are mainly in the use of metaphase chromosomes as hybridization targets, its resolu-
tion is at the chromosomal banding level (22). Thus, a new technology—array technology
adapted to CGH, designated M-CGH (35–38)—will allow the resolution to increase from a
cytogenetic level to a molecular level. For M-CGH, chromosome preparations are substituted
by sets of well-defined genomic DNA fragments microarrayed on solid support to serve as
hybridization targets (39). Thus, genomic imbalances are detected with much higher resolu-
tion, allowing copy-number changes to be associated with individual loci and genomic mark-
ers. This approach is much more demanding than the widespread application of DNA
microarrays for the detection of gene expression patterns, because it requires the reliable detec-
tion of subtle differences in the fluorescence ratios of test and control genomes (e.g., the diag-
nosis of alterations can rely on a ratio of difference smaller than 0.1); also, the complexity of
the labeled total genomic DNA probe sequence pool is several orders of magnitude higher than
that of a cDNA pool (39). These requirements can be met using genomic DNA fragments cloned
in bacterial, P1-derived, or yeast artificial chromosome (BAC, PAC, and YAC) vectors (35,36).
Recently, M-CGH has improved significantly, because a ligation-mediated PCR BAC labeling
method has improved the signal-to-noise ratios, and clone density has also been increased (40).
Current human CGH arrays have a 1-Mb resolution (about 3000 features), whereas cDNA
arrays are already routinely made at 10,000–15,000 features per slide (38).

Importantly, copy-number abnormalities detected by classical CGH might reflect a sum of
multiple distinct small areas of copy-number abnormality. M-CGH, because of its increased
ability to resolve areas of copy-number abnormalities, might exhibit an improved predictive
value and also facilitate the identification of the gene or genes driving specific genomic ampli-
fications or deletions. M-CGH is also likely to be more robust and less tedious than classical
chromosome-based CGH.

In the future, the continuing improvement of CGH, such as the use of a standard reference
interval instead of a fixed interval (41), or related techniques, such as M-CGH, will allow
large-scale screening of abnormal changes of chromosomes in diseases and continue to provide
a better understanding of cancer. Of most importance, the establishment of a pattern of genetic
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abnormalities for each tumor type should offer a precise histological diagnosis and assist in the
prediction of which chemotherapeutic drugs will be most effective in the treatment of a given
type of cancer and a single-array-based CGH experiment in a basic science laboratory could
provide copy number and expression information from all human genes and a more focused
DNA chip in the clinical diagnostic laboratory could assess all the specific chromosomal loci,
genes, and signaling pathways involved in a given disease.
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Bioinformatic Tools for Gene and Protein Sequence Analysis

Bernd H. A. Rehm and Frank Reinecke

1. Introduction
The rapid development of efficient, automated DNA-sequencing methods has strongly

advanced the genome-sequencing era, culminating in the determination of the entire human
genome in 2001 (1,2). An enormous amount of DNA sequence data are available and databases
still grow exponentially (see Fig. 1). Analysis of this overwhelming amount of data, including
hundreds of genomes from both prokaryotes and eukaryotes, has given rise to the field of
bioinformatics. Development of bioinformatic tools has evolved rapidly in order to identify
genes that encode functional proteins or RNA. This is an important task, considering that even
in the best studied bacterium Escherichia coli more than 30% of the identified open reading
frames (ORFs) represent hypothetical genes with no known function. Future challenges of
genome-sequence analysis will include the understanding of diseases, gene regulation, and
metabolic pathway reconstruction. In addition, a set of methods for protein analysis summa-
rized under the term proteomics holds tremendous potential for biomedicine and biotechnology
(141). The large number of bioinformatic tools that have been made available to scientists
during the last few years has presented the problem of which to use and how best to obtain
scientifically valid answers (3). In this chapter, we will provide a guide for the most efficient
way to analyze a given sequence or to collect information regarding a gene, protein, structure,
or interaction of interest by applying current publicly available software and databases that
mainly use the World Wide Web. All links to services or download sites are given in the text or
listed in Table 1; the succession of tools is briefly summarized in Fig. 2.

2. Software Tools for Bioinformatics
In the first part of this chapter, software tools will be described that mainly use algorithms

and are based either on very short-sequence comparisons, physical or chemical properties of
molecules, or statistics. A second group of software relies mainly on databases and will be
discussed below. As so-called integrated methods are evolving and becoming more and more
popular, it is difficult to divide programs into these two groups.

There are many programs routinely used to generate contiguous DNA sequences from raw
data obtained from high-throughput sequencers, to assign quality scores to each base, remove
contaminating sequences (such as vector DNA), and provide the means to link sequences con-
taining applications. First, base-callers like Phred (4,5) extract raw sequences from raw data.
There are also contig assemblers like Phrap (University of Washington, http://bozeman.
mbt.washington.edu/phrap.docs/phrap.html) or CAP3 (6) that assemble fragments to contigs
and packages like consed (7) or GAP4 (8), which are used to finish sequencing projects. These
programs are not explained in detail here.
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Table 1
Compilation of Links to Bioinformatic Services and Software

Program Link

Gene Finding
AMIGene http://www.genoscope.cns.fr/agc/tools/amigene/index.html
Critica http://www.ttaxus.com
EasyGene http://www.cbs.dtu.dk/services/EasyGene
EUGENE’HOM http://genopole.toulouse.inra.fr/bioinfo/eugene/EuGeneHom/cgi-

bin/EuGeneHom.pl
GeneFizz http://pbga.pasteur.fr/GeneFizz
GeneMark.hmm2 http://opal.biology.gatech.edu/GeneMark/gmhmm2_prok.cgi
GeneMarkS http://opal.biology.gatech.edu/GeneMark/genemarks.cgi
GeneScan http://genes.mit.edu/GENSCAN.html
Genie http://www.soe.ucsc.edu/~dkulp/cgi-bin/genie
Glimmer http://www.cs.jhu.edu/labs/compbio/glimmer.html
GlimmerM http://www.tigr.org/tdb/glimmerm/glmr_form.html
Grail http://compbio.ornl.gov/Grail-1.3
HMMgene http://www.cbs.dtu.dk/services/HMMgene

ORF-Finder http://www.ncbi.nlm.nih.gov/gorf/gorf.html
Procrustes http://www-hto.usc.edu/software/procrustes
Veil http://www.cs.jhu.edu/labs/compbio/veil.html
ZCURVE http://tubic. tju.edu.cn/ZCURVE

Fig. 1. Development of stored DNA-sequence information in GenBank from 1982 to 2002
(�, base pairs; �, sequences. (From http://www.ncbi.nlm.nih.gov/Genbank/genbankstats.html.)
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Table 1 (continued)

Program Link

Signal Finding
MatInspector http://transfac.gbf.de/cgi-bin/matSearch/matsearch.pl
PromotorScan http://bimas.dcrt.nih.gov/molbio/proscan
SignalScan http://bimas.dcrt.nih.gov/molbio/signal
TRANSFAC http://transfac.gbf.de/TRANSFAC

Sequence Alignment
CLUSTALW ftp://ftp-igbmc.u-strasbg.fr/pub/ClustalW

http://www.ebi.ac.uk/clustalw
CLUSTALX ftp://ftp-igbmc.u-strasbg.fr/pub/ClustalX
DbClustal http://igbmc.u-strasbg.fr/DbClustal/dbclustal.html
HMMER http://hmmer.wustl.edu
T-COFFEE http://www.ch.embnet.org/software/TCoffee.html

Phylogeny
PAUP http://onyx.si.edu/PAUP
GCG package http://www.gcg.com
PHYLIP http://evolution.genetics.washington.edu/phylip.html
Phylodendron http://iubio.bio.indiana.edu/treeapp
TreeView http://taxonomy.zoology.gla.ac.uk/rod/treeview.html

Protein Properties and Structure
DAS http://www.sbc.su.se/~miklos/DAS
ExPASy http://www.expasy.org
META PP http://cubic.bioc.columbia.edu/predictprotein/submit_meta.html
PredictProtein http://cubic.bioc.columbia.edu/predictprotein
TMHMM http://www.cbs.dtu.dk/services/TMHMM-2.0
TMpred http://www.ch.embnet.org/software/TMPRED_form.html

Database Searching
NCBI BLAST http://www.ncbi.nlm.nih.gov/BLAST
WUBLAST http://blast.wustl.edu

Protein Families and Motifs
BLOCKS http://www.blocks.fhcrc.org
InterPro http://www.ebi.ac.uk/interpro/scan.html
Pfam http://www.sanger.ac.uk/Software/Pfam
PRINTS http://www.biochem.ucl.ac.uk/bsm/dbbrowser/PRINTS
PROSITE http://www.expasy.org/prosite
SMART http://smart.embl-heidelberg.de

Protein Structure
CATH http://www.biochem.ucl.ac.uk/bsm/cath
PDB http://www.pdb.org
SCOP http://scop.mrc-lmb.cam.ac.uk/scop

Structure Modeling
CPHmodels http://www.cbs.dtu.dk/services/CPHmodels
ESyPred3D http://www.fundp.ac.be/urbm/bioinfo/esypred
Geno3D http://geno3d-pbil.ibcp.fr
SWISS-MODEL http://swissmodel.expasy.org

Protein Interaction
BIND http://binddb.org
CAPRI http://capri.ebi.ac.uk
DIP http://dip.doe-mbi.ucla.edu/dip/Main.cgi

Genome Analysis
COG http://www.ncbi.nlm.nih.gov/COG
NCBI Genomes http://www.ncbi-nlm.nih.gov/genomes

SNPs and Expression Profiling
cSNP http://csnp.unige.ch
dbSNP http://www.ncbi.nlm.nih.gov/Entrez
GEO http://www.ncbi.nlm.nih.gov/geo
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Any DNA region that can be assigned a function is of special interest. The sequence ele-
ments that can be found within them include promoters and various transcription factor-bind-
ing sites, ribosome-binding sites, start and stop codons, splice sites, and so forth. These are
referred to as signals. Methods to detect them are termed signal sensors. In contrast, extended
and variable-length regions, such as exons and introns, are termed contents. These are recog-
nized by methods that can be called content sensors (9). It is a major challenge to find the
functional sites responsible for gene structure, regulation and transcription. Computational
methodology for finding genes and other functional sites in genomic DNA has evolved signifi-
cantly over the past years (10–20).

2.1. Gene-Finding Methods

The most basic signal sensor is a simple consensus sequence or an expression that describes
a consensus sequence together with allowable variations. Sophisticated types of signal sensor,
such as neural nets, are extensively used (21,22). The most important content sensors are pro-
grams that predict coding regions (23). In prokaryotes, genes are identified simply by looking

Fig. 2. Succession of programs during assignment of function to DNA or proteins. Arrows
indicate action of bioinformatic tools, detailed descriptions can be found in the chapter given in
brackets.
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for long ORFs. However, these relatively simple methods cannot be transferred to higher
eukaryotes. In order to discriminate coding against noncoding regions in eukaryotes, exon
content sensors use statistical models of the nucleotide frequencies (24) and dependencies
present in codon structures. The most commonly used statistical models are known as Markov
models. Neural nets are used to combine several coding hints together with signal sensors for
the flanking splice sites in exon detectors (22). Other content sensors include those for CpG
sites (regions that often occur at the beginning of genes, where the dinucleotide CG appears
more frequently than in the rest of the genome and sensors for repetitive DNA such as human
ALU sequences (25). The latter sensors are often used as masks or filters that completely
remove the repetitive DNA, leaving the remaining DNA to be analyzed.

The statistical signals that signal and content sensors try to localize are usually weak, and
there are usually dependencies between signals and contents, such as the possible correlation
between splice-site strength and exon size (26). During the past decade, several systems that
combine signal and content sensors have been developed in an attempt to identify complete
gene structures. The first program using linguistic rules and a formal grammar for the arrange-
ment of certain signals required for gene prediction was GenLang (27). As with most integrated
gene-finders to date, GenLang uses dynamic programming to combine potential exon regions
and other scored regions and sites into gene prediction with a maximal total score (13,16,28).
These models are called hidden Markov models (HMMs). Gene-finding HMMs can be viewed
as stochastic versions of the gene structure grammars. Early gene-finding HMMs included
EcoParse for Escherichia coli (29)—also recently used in the annotation of the Mycobacterium
tuberculosis genome (30)—and Xpound (31), Veil (32), and HMMgene (16) for the human
genome (13). More recent programs include GeneMark HMM (33), GLIMMER (34), and
Critica (35). Different programs specializing in special detectable differences between coding
and noncoding regions have been developed recently. EasyGene (20) and AMIGene (36) apply
statistical methods on predicted ORFs of prokaryotes, ZCURVE (19) concentrates on nucleic
acid distribution for bacterial or archaeal genomes. GeneMarkS is an improved version of
GeneMark, which has been applied to identify genes in the genomes of Bacillus subtilis and
E. coli with the highest accuracy described to date (37). Even physical properties of DNA are
used to predict genes: GeneFizz (38) compares the physics-based structural segmentation
between helix and coil domains. Measuring the spectral rotation based on a process termed
discrete Fourier transform (DFT) has proven to be capable of predicting genes in Saccharomy-
ces cerevisiae (39). A slightly more general class of probabilistic models, called generalized
HMMs or (hidden) semi-Markov models, has roots in GeneParser (40) and is more fully devel-
oped in Genie (41) and, subsequently, GenScan (42). The above gene-finders predict gene
structure based only on general features of genes, rather than using explicit comparisons to
known genes and their corresponding proteins, or auxiliary information such as expressed se-
quence tag (EST) matches. Some gene-finding systems combine multiple statistical measures
with protein database homology searches performed using the predicted gene or deduced pro-
tein (11,15,43). This homology approach was developed by Gelfand et al. (44) and is used by
EUGENE’HOM (45) or Procrustes (15), which uses a “spliced alignment” algorithm, similar
to a Smith–Waterman algorithm (46), to derive a putative gene structure by aligning the DNA
to a partial protein homolog of the gene to be predicted. Instead of inventing and approving yet
another gene-finding program, there are several approaches to combining different existing
algorithms using advantages of each program to eliminate disadvantages inherent to each single
method (47).

2.2. Signal-Finding Bioinformatics Methods

There is a tremendous variety of software exploiting various ways to identify structural
genes in a DNA sequence, and as already outlined, there are more elements present than just
structural genes. Some gene-finding approaches presented above already consider bases out-
side the start and stop codons, but there are specialized resources, namely MatInspector (48)
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and SignalScan (49), to find transcription factor-binding sites using a relatively small database
called TRANSFAC (50). Another program designed to find putative eukaryotic polymerase II
promoter sequences in primary sequence data is PromotorScan (51).

2.3. Sequence-Alignment Methods

An alignment refers to the procedure of comparing two or more sequences by looking for a
series of individual characters or character patterns that are found in the same order in the
sequences. To align sequences, identical or similar characters are grouped in the same column,
whereas nonidentical characters can either be placed in the same column, resulting in a mis-
match, or opposite a gap in one of the other sequences. In an optimal alignment, mismatches
and gaps are distributed in such a way that matches are maximized. Two types of sequence
alignment have been recognized. In a global alignment, an attempt is made to align the entire
sequences with as many characters as possible. In a local alignment, stretches of sequence with
the highest density of matches are given the highest priority, thus generating one or more
islands of matches in the aligned sequences and producing totally mismatching regions.
Alignments are the working principle of programs (e.g., BLAST) that search similar sequences
by successively aligning a query with an entire sequence database; they are also useful for
determining the evolutionary distance between homologous sequences of different origin.

2.3.1. Multiple-Sequence Alignment

Comparison of multiple sequences can reveal gene functions that are not evident from simple
sequence homologies. As a result of genome-sequencing projects, new sequences are often
found to be similar to several uncharacterized sequences, defining whole families of novel
genes with no obvious function. However, such a family enables the application of efficient
alternative similarity search methods. Software packages are now available that derive profiles
from multiple-sequence alignments. Profiles incorporate position-specific scoring information
that is derived from the abundance of a given residue in an aligned column. Because sequence
families preferentially conserve certain critical residues and motifs, this information should
allow more sensitive database searches. Most new profile software are based on statistical
HMMs. Much more comprehensive reviews of the literature on profile HMM methods are
available elsewhere (12,28,52–55). ClustalW is a well-supported and frequently used free pro-
gram capable of dealing with large numbers of sequences at high processing speeds as com-
pared to other alignment algorithms, and it is available for Macintosh, Windows, and various
UNIX systems (56). There is also a graphical user interface—ClustalX (57). However, for
sequences with less than 30% identity, the program T-COFFEE might be used, which is more
accurate than the progressively aligning ClustalW, but slower. Once the family is defined,
obtaining an acceptable multiple-sequence alignment is usually straightforward. Multiple align-
ments can either be generated from FASTA format files (using a ClustalW supporting website)
or from DbClustal, which produces a BLAST output in which the family members can be
selected and the multiple alignment subsequently produced. It is important to inspect the align-
ment in the graphical display of ClustalX to make sure that it appears consistent. The alignment
can also be saved in multiple-sequence format (MSF), which can be read by other software for
further analysis (e.g., careful editing, trimming, coloring, shading, and printing). GeneDoc avail-
able for Windows (www.psc.edu/biomed/genedoc) offers many of these editing features (58).

2.4. Phylogenetic Analysis

Phylogenetic trees can be constructed based on multiple alignments. In rooted trees, the
ancestral state of the organisms, or genes, being studied is shown at the bottom of the tree, and
the tree branches, or bifurcates, until it reaches the terminal branches, tips, or leaves at the top
of the tree. An unrooted tree is a less intuitive, more abstract concept. Unrooted trees represent
the branching order, but do not indicate the root, or location, of the last common ancestor.
Ideally, rooted trees are preferable, but almost every phylogenetic reconstruction algorithm
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provides an unrooted tree. Molecular sequence analysis is a field in its infancy and an inexact
science in which there are few analytical tools that are truly based on general mathematical and
statistical principles. Consequently, many phylogenetic trees reconstructed from molecular se-
quences are incorrect. This is mainly caused by the following:

1. Incorrect sequence alignments.
2. The failure to properly account for site-to-site variation (all sites within sequences can evolve

at different rates).
3. Unequal rate effects (the inability of most tree-building algorithms to produce good phyloge-

netic trees when genes from different taxa in the tree have evolved at different rates).

Of the three pitfalls, alignment artifacts are potentially the most serious. A new algorithm,
paralinear (logdet) distances (59,60), provides a simple, but rigorous, mathematical solution
for the third pitfall. For a discussion of many other useful algorithms currently available,
including maximum parsimony likelihood and other distance methods, see refs. 61 and 62.
Sequence alignments should be carefully checked before calculating evolutionary trees. There
are several programs to help calculate trees from genome data. The best known software for
reconstructing trees is the program PAUP (phylogenetic analysis using parsimony), which is
part of the GCG sequence analysis package that supports logdet analysis. PAUP is user friendly
and comprehensive. PHYLIP/Phylodendron are further well-known packages that contain a
large variety of routines, including several that incorporate the latest theoretical developments.
A stand-alone software package available for many computer platforms for viewing, editing,
rearranging, and printing trees is TreeView (64).

2.5. Protein Properties and Structure Prediction
Protein sequences allow extensive calculations that help to assign function, to predict topol-

ogy (subcellular localization, spanning of membranes) and structure, and to find sites that are
likely to be cleaved or modified; interaction or catalytic mechanisms can be simulated.
Bioinformatic resources on the WWW range from the determination of the molecular weight to
complex threading and three-dimensional (3D) prediction algorithms. A huge list of tools can
be found on the ExPASy proteomic tools homepage (65). Because of the great variety of pro-
grams available, several of these single tools have been integrated into one interface. Examples
are PredictProtein (66) or META PP (67). These integrate resources such as SignalP (68),
which predicts the presence and location of signal peptide cleavage sites in amino acid sequences
from different organisms—NetOglyc [predictions of mucin type O-glycosylation sites in mam-
malian proteins (69–71)], NetPhos [predicting potential phosphorylation sites at serine, threo-
nine or tyrosine residues in protein sequences, (72)], NetPico [predictions of cleavage sites of
picornaviral proteases (73)], and ChloroP [predicting chloroplast transit peptides and their
cleavage sites (74)]. Secondary structure prediction is performed by JPRED (75); transmem-
brane helices are identified using TMHMM (76), TopPred (77,78), and DAS (79). Structural
databases are searched to detect similarities between remote homolog proteins too weak to be
inferred from simple sequence alignment techniques by FRSVR (80,81) and SAM-T02 (82)
but the detection of remote homologs represents a problem to be solved because most of the
results returned are supposedly wrong. Results should be checked very carefully. Homology
modeling is also covered by META PP, applying both SWISS-MODEL (83–85) and
CPHmodels (86) described below.

3. Databases
A database is any collection of data or information that is specially organized for rapid

search and retrieval by a computer. To cope with not only the vast amount of sequence informa-
tion but also other experimental data, biological databases have been set up and are updated
continuously. For biological data such as information about a protein’s sequence, structure,
modification, or interaction, software tools have been developed that enable searching, com-
paring, and retrieving these stored data.
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3.1. Matching Algorithms

Basic queries like finding a key word in an article employ simple pattern-matching algo-
rithms that do not need a statistical evaluation of the result. Bioinformatic tools started like this
and most tools apply algorithms that match a query against all targets in a database, taking into
account the degree and type of mismatches or gaps (87). Deciding whether the observed degree
of structural likeness is significant and, therefore, a hint toward functional identity is a task for
statistical methods based on special biological matrices (88,89). These matrices are crucial to
considering the biological nature of the data. According to structural relevance, varieties in
certain amino acid residues, for example, are decisive, whereas other differences can be negligible.

Sequence database matching has proven to be a remarkably useful method for assigning a
function to an unknown sequence. If sequence similarity to one or more database sequences,
whose function is already known, is obtained, the unknown sequence can be inferred to have
the same function, biochemical activity, or structure. The strength of these inferences depends
on the strength of the similarity. As a rough rule, if more than 25–30% of a protein sequence is
identical in an alignment, then the sequences are homologous (90). RNA genes are usually
much more conserved, which is the reason why they represent suitable markers for phyloge-
netic analyses. Functional DNA sequences like promoters or other regulatory regions are sig-
nificantly shorter than genes encoding enzyme proteins or RNA, making them hard to identify
by means of sequence comparison or alignment. Identification and assignment of genes, as well
as the functional and structural classification of proteins, is performed based on similarity of
sequence and/or properties such as motifs or structurally conserved regions. Because DNA
sequences are variable in the third base position of the codon, protein-sequence analysis is the
more valuable approach. In general, sequence analysis requires the comparison of sequences
from unknown genes or proteins with those of known function deposited in databases. How-
ever, the sequences of homologous proteins can diverge greatly over time, whereas the struc-
ture or function of the same proteins has diverged only slightly. Conversely, proteins with
similar folds can exhibit completely different functions. However, much can be deduced about
an unknown protein when significant sequence similarity is detected with a well-studied pro-
tein. Alignment provides a powerful tool to compare related sequences, and the alignment of
two residues could reflect a common evolutionary origin or represent common structural and/
or catalytic roles, not always reflecting an evolutionary process.

3.1.1. Substitution Matrices and Alignment Scores

In order to identify the most valuable alignments, the standard procedure is to assign scores
to them. For each pair of letters that can be aligned, a substitution score is chosen. The com-
plete set of these scores is called a substitution matrix [PAM (91) and BLOSUM (92)]. Addi-
tionally, scores are chosen for gaps, which consist of one or more adjacent nulls in one sequence
aligned with letters in the other. Because a single mutational event can insert or delete more
than one residue, a long gap should be penalized only slightly more than a short gap. Accord-
ingly, affined gap costs, which charge a relatively large penalty for the existence of a gap and a
smaller penalty for each residue it contains, have become the most widely used gap-scoring
system. The quality of sequence comparison depends very much on the choice of appropriate
substitution and gap scores. In brief, for ungapped alignments, the alignment score of a given
pair of residues i and j depends on the fraction qij of true alignment positions in which these
paired residues tend to appear (88). Accordingly, the design of a good substitution matrix is
based on estimating the target frequencies qij accurately. However, the target frequencies
depend on the degree of evolutionary divergence between the related sequences of interest.
Therefore, a series of matrices tailored to varying degrees of evolutionary divergence are
required (88,91,92). This was the intention in constructing the PAM and BLOSUM series of
amino-acid-substitution matrices. These matrices are generally used unmodified for gapped
local and global alignment. There is no widely accepted theory for selecting gap costs that
requires adjustment for individual similarity searches (93).
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3.1.2. Alignment Scores and E Values

To test the biological relevance of a global or local alignment of two sequences, one needs to
know how the value of an alignment score can be expected to occur by chance. Current ver-
sions of the FASTA and BLAST search programs report the raw scores of the alignments they
return, as well as assessments of their statistical significance based on the extreme value distri-
bution. Most simply, these assessments take the form of E values. The E value for a given
alignment depends on its score, as well as the lengths of both the query sequence and the
database sequence searched. It represents the number of distinct alignments with equivalent or
superior scores that might have been expected to occur only by chance. The smaller the E
value, the more likely that the alignment is significant and not occurring by chance (88,89,94).

3.1.3. Filtering Database Sequences

Many DNA and protein sequences contain regions of highly restricted nucleic acid and amino
acid compositions and regions of short elements repeated many times. The standard alignment
models and scoring systems were not designed to capture the evolutionary processes that led to
these low-complexity regions. As a result, two sequences containing compositionally biased
regions can receive a very high similarity score that reflects this bias alone. For many purposes,
these regions are not relevant and can obscure other important similarities. Therefore, pro-
grams that filter low-complexity regions from query or database sequences will often turn a
useless database search into a valuable one. For this reason, the NCBI BLAST server will
remove such sections in proteins using a program termed SEG (95). Although these programs
automatically remove the majority of problematic matches, some problems invariably occur.
Furthermore, masking might preclude interesting hits. Therefore, it is useful to adjust the mask-
ing parameters or turn filtering off completely.

3.1.4. Database Searching

Fundamentally, performing a database search is a very simple operation: A query sequence
is aligned with each of the sequences in a database and a score describing the degree of likeness
is calculated using a suitable matrix. Nevertheless, sequence comparison procedures should be
applied carefully. The design of a BLAST database search requires consideration of the kind of
information one hopes to obtain about the query sequence of interest (96). A major constraint
of database searching is that it only reveals similarity and might not indicate function. There-
fore, it is better to use data that describe the natural situation as accurately as possible (e.g.,
comparing 3D structures of proteins with each other). This is because 3D structures rather than
the primary sequence is conserved during evolution processes. However, in most cases, the
information will consist of a primary sequence alone. One should, nonetheless, compare
deduced protein sequences rather than DNA if the query DNA is likely to encode for a protein.
This also enables the detection of remote homologs (97). In DNA comparisons, there is noise
from the rapidly mutated third-base position in each codon and from comparisons of noncoding
frames. In addition, amino acids have chemical characteristics that allow degrees of similarity
to be assessed, rather than simple recognition of identity or nonidentity. DNA vs DNA com-
parison (BLASTN program) is typically used to find identical regions of sequence in a data-
base. One should apply this search in order to find RNA-encoding or regulatory regions and/or
to discover whether a protein-encoding gene has been previously sequenced or contains splice
junctions. Briefly, protein-level searches are valuable for detecting evolutionarily related genes,
whereas DNA searches are best for locating nearly identical regions of sequence. The follow-
ing should be considered when designing a database search:

1. Search a large current database (SWISS-Prot, EMBL, Genebank).
2. Compare relevant data.
3. Filter query for low-complexity regions.
4. Interpret scores with E values.
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5. Recognize that most homologs are not found by pairwise sequence comparison.
6. Consider slower and more powerful methods, but use iterative programs with great caution

(iterative programs might indicate homology, which is not related to function).

3.2. Sequence Databases

Protein-homology searches are usually performed employing the nr (nonredundant) sequence
database at the NCBI (National Center for Biotechnology Information) website. The nr database
combines data from several sources, removes redundant identical sequences, and yields a col-
lection with nearly all known proteins. A frequent update of the NCBI nr database guarantees
that the most recent and complete database is used. Obviously, a search will not identify a
sequence that has not been included in the database and, as databases are growing so rapidly,
use of a current database is essential. Several specialized databases are also available, each of
which is a subset of the nr database. One might also wish to search DNA databases at the
protein level. Programs can do so automatically by first translating the DNA in all six reading
frames and then making comparisons with each of these translations. The nr database, which
contains the most publicly available DNA sequences, is useful to search when hunting for new
genes; identified genes in this database would already be in the protein nr database. Because of
the different combinations of queries and database types, there are several variants of BLAST
(87,89,90). The BLAST programs can be run via the Internet or they can alternatively be down-
loaded from an ftp site to run locally. Another option is to use the FASTA package (97). The
FASTA program is slower but can be more effective than BLAST. The package also contains
SSEARCH, an implementation of the rigorous Smith–Waterman algorithm, which is slow but
the most sensitive. Iterative programs such as PSI-BLAST require extreme care in their opera-
tion because they can provide misleading results; however, they have the potential to find more
homologs than purely pairwise methods. The effectiveness of any alignment program depends
on the scoring systems it employs (88,92,93).

3.3. Protein Family and Motif Databases

There are several collections of amino-acid-sequence motifs that indicate particular struc-
tural or functional elements. Web-based searches of these collections with a newly identified
sequence allow reasonably confident functional predictions to be made. A variety of genome-
and cDNA-sequencing projects is producing raw sequence data at a breathtaking speed, creat-
ing the need for a large-scale functional classification effort. On a smaller scale, the average
molecular biologist can also be faced with a new sequence without any a priori functional
knowledge. Any hint as to whether the newly identified gene encodes a transcription factor, a
cytoskeletal protein, or a metabolic enzyme would certainly help to interpret the experimental
results and would suggest a direction for subsequent investigations.

3.3.1. Protein vs Domain Classification

The first step is usually a database search with BLAST or a similar program. Optimally, the
BLAST output would show a clear similarity to a single, well-characterized protein spanning
the complete length of the query protein. However, in the worst case, the output list would fail
to show any significant hit. In reality, the most frequent result is a list of partial matches to
assorted proteins, most of them uncharacterized, with the remainder having dubious or even
contradictory functional assignments. Much of this confusion is caused by the modular archi-
tecture of the proteins involved. An analysis of known 3D protein structures reveals that, rather
than being monolithic, many of them contain multiple folding units. Each unit (domain) has its
own hydrophobic core and has most of its residue–residue contacts internally. In order to fulfill
these conditions, independent domains must have a minimum size of approx 50 residues unless
stabilized by metal ions or disulfide bridges. Analysis of protein sequences contradicts this
structural observation. Sequence pairs frequently exhibit localized regions of similarity,
whereas the rest of the proteins are totally dissimilar. Folding independence for all of these
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so-called homology domains has not been demonstrated experimentally. For protein classifica-
tion, it is important to note that the homology domains also frequently harbor independent
functions. Some domains have enzymatic activity, others bind to small messenger molecules,
and others specifically bind to DNA, RNA, or proteins. A multidomain protein can, therefore,
have more than one function and belong to more than one protein family or class. For this
reason, most of the current approaches to protein functional classification focus on domains
rather than complete proteins.

3.3.2. The Protein Superfamily Assignment

Efforts have been undertaken to group protein sequences into families and superfamilies.
The various approaches differ in their degree of automation, their comprehensiveness, their
focus on complete proteins or protein domains, and the methodology applied. Some of these
efforts are aimed exclusively at the classification of existing sequence data. Others go one step
further and aim to extract the essential features from sequence families and to store them in the
form of domain or motif descriptors, which can then be used for searches with user-supplied
protein sequences. These searches exert high sensitivity, which has proven to be most useful
for the functional assignment of unknown proteins. A parallel development, which will be
discussed later, is the classification of protein 3D structures. A comprehensive discussion of
this topic can be found in refs. 98 and 99. Some of the most popular collections, which consider
the modular nature of proteins, are briefly discussed. The PROSITE pattern library was one of
the pioneering efforts in collecting descriptors for important protein motifs with biological
relevance (100,101). A PROSITE pattern does not describe a complete domain or even protein,
but just tries to identify the functionally most important residue combinations, such as the
catalytic site of an enzyme. All motifs are accompanied by extensive documentation, including
references. However, the short patterns do not contain enough information to yield statistically
significant matches in the large and growing protein databases. Consequently, a certain number
of false-positive hits is to be expected when carrying out a database search, and any hit reported
after scanning the PROSITE database with a sequence has to be treated with appropriate cau-
tion. To solve these restrictions, the PROSITE pattern library has been supplemented since
1995 by the PROSITE profile library (101). Generalized profiles are at an intermediate position
between a sequence-to-sequence comparison and the matching of a regular expression to a
sequence (102). The ProDom database was the first comprehensive collection of complete pro-
tein domains (103,104). It is derived from SWISS-PROT, and the domains are denoted only by
cluster numbers and do not contain any biological annotation. Moreover, the automatically
determined domain boundaries are unreliable and the associated search methods are not very
sensitive. Pfam, which is derived from ProDom, contains HMMs, which are conceptually re-
lated to the PROSITE profiles (53,105). The Pfam models typically span complete protein
domains and can be searched with the HMMER package or on a web-based server. The current
release of Pfam (10.0) contains 6190 families (106). Similar to the PROSITE profiles, the Pfam
models are refined iteratively, starting from clear homologs and incorporating increasingly
distant family members in the process. Because of their information-rich descriptors, both col-
lections are able to detect even very distant instances of a protein motif that are rarely found by
any other method. Because Pfam models and PROSITE profiles can be interconverted (102),
combination searches are available at InterPro (107,108). The current release of InterPro (7.0)
contains 8547 entries describing 6416 families, 1902 domains, 163 repeats, 26 active sites, 20
binding sites, and 20 posttranslational modifications. The use of this integrated service is there-
fore recommended, although there are still some specialized databases that are not covered.
MEROPS (109) is a catalog and classification system of enzymes with proteolytic activity
(peptidases or proteases).

NIFAS is a Java applet, which retrieves domain information from the Pfam database and
uses ClustalW to calculate a tree for a given domain and to enable visual analysis of domain
evolution in proteins. Consideration of the evolution of certain domains might be important for
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functional annotation of modular proteins and for understanding the function of individual
domains (110). SMART (simple modular architecture research tool) allows the identification
and annotation of genetically mobile domains and the analysis of domain architectures. The
SMART database is an independent collection of HMMs (domain families)—660 in version
3.5—focusing on protein domains related to signaling, extracellular, and chromatin-associated
proteins (111–113). These domains are extensively annotated with respect to phyletic distribu-
tions, functional class, tertiary structure, and functionally important residues. Domains found
in the nr protein database as well as search parameters and taxonomic information are stored in
a relational database system. User interfaces to this database allow searches for proteins con-
taining specific combinations of domains in defined taxa. BLOCKS (114) and PRINTS (63,115)
are two motif databases that represent protein or domain families by several short, ungapped
multiple alignment fragments. The current release of BLOCKS (13.0) contains 8656 blocks
representing 2101 groups, which are derived from PROSITE patterns. The blocks for the
BLOCKS database are made automatically by looking for the most highly conserved regions in
groups of proteins documented in the PROSITE database. The Internet-based versions of the
PROSITE and SWISS-PROT databases that are used are located at the ExPASy molecular
biology web-server of the Geneva University Hospital and the University of Geneva. The blocks
created by Block Maker are created in the same manner as the blocks in the BLOCKS database
but with sequences provided by the user. Results are reported in a multiple-sequence alignment
format and in the standard Block format for searching. PRINTS is a compendium of protein
fingerprints. A fingerprint is a group of conserved motifs used to characterize a protein family;
its diagnostic power is refined by iterative scanning of a composite of SWISS-PROT+SP-
TrEMBL. Usually the motifs do not overlap, but are separated along a sequence, although they
might be contiguous in 3D space. Fingerprints can encode protein folds and functionalities
more flexibly and powerfully than can single motifs, their full diagnostic potency deriving
from the mutual context afforded by motif neighbors. BLOCKS and PRINTS can be searched
with the same programs at the website InterPro (see above). Domains important in signal trans-
duction are likely to be found with the PROSITE profiles or SMART; Pfam emphasizes extra-
cellular domains, and the PROSITE patterns are good at identifying enzyme classes by their
active-site motif. Recently, a unified protein family resource, MetaFam, was generated to sup-
port the general classification efforts (116). MetaFam is a protein family classification built up
from 10 publicly accessible protein family databases (Blocks + DOMO, Pfam, PIR-ALN,
PRINTS, PROSITE, ProDom, PROTOMAP, SBASE, and SYSTERS). Meta-Fam’s family
“supersets” are created automatically by comparing families between the databases. However,
the number of available single and combined domain descriptors should not be overestimated
as a quality criterion, as the databases and the associated search methods differ in generality
and sensitivity. The most promising approach to predicting the exact function of a protein is to
find its characterized ortholog from a different species or a well-conserved paralog that fulfills
a related but different function (117). In addition, the databases contain large amounts of incor-
rect annotated sequences.

3.4. Protein Structure Databases

The complexity and sophistication of biological molecular interactions are astonishing. In
this context, it is essential to develop bioinformatic tools that reliably allow the prediction of
protein structure, as the structure determines interaction with all kinds of small molecules (sub-
strates, activators, repressors, drugs) and other proteins (either specific as in natural multiprotein
complexes or unspecific), consequently revealing the protein’s function. In the near future,
representative structures for most water-soluble protein domains will be available, which will
allow modeling and classification of related sequences to provide structures for all gene prod-
ucts. However, elucidating the function of all gene products in vivo will be a long-term chal-
lenge for biologists. The emphasis will shift to understanding of principles and control of
biological function and the interactions between molecules. A 3D model of a protein can help
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one to understand the “docking” of ligands and proteins, which is essential to enable their
rational design or modification to efficiently discover drug targets or design new drugs target-
ing both proteins in pathogens and disease-related human proteins.

3.4.1. Structure Classification

The Protein Data Bank, a computer-based archival file for macromolecular structures, was
founded under the term “Brookhaven National Laboratory Protein Data Bank” (BNL PDB) in
1977 (118). Today, the PDB repository for the processing and distribution of 3D biological
macromolecular structure data contains over 22,053 entries in a standardized file format that
can be browsed and searched online (119). There are several projects taking data from PDB for
further analysis. The SCOP (120) database aims to provide a detailed and comprehensive de-
scription of the structural and evolutionary relationships among all proteins whose structure is
known, including all entries in PDB. It is available as a set of tightly linked hypertext docu-
ments, which make the large database comprehensible and accessible. SCOP uses three differ-
ent major levels of hierarchy: family (clear evolutionarily relationship), superfamily (probable
common evolutionary origin), and fold (major structural similarity). A similar approach is real-
ized in the CATH database (121,122), which is also a hierarchical domain classification of
protein structures in the PDB but only crystal structures solved to resolution better than 3.0 Å
are considered, together with nuclear magnetic resonance (NMR) structures. CATH employs
four major levels in this hierarchy: class, architecture, topology (fold family), and homologous
superfamily.

3.4.2. Structure Modeling

Three-dimensional structure prediction (modeling) of proteins produces reliable results only
using the “homology modeling” approach, which generally consists of four steps:

1. Data banks searching to identify the structural homolog.
2. Target–template alignment.
3. Model building and optimization.
4. Model evaluation.

SWISS-MODEL is a server for automated comparative homology modeling of 3D protein
structures. It pioneered the field of automated modeling starting in 1993 (123) and is the most
widely used free web-based automated modeling facility today. In 2002, the server computed
120,000 user requests for 3D protein models. SWISS-MODEL provides several levels of user
interaction through its Internet interface (124). In the “first approach mode,” only an amino
acid sequence of a protein is submitted to build a 3D model. Template selection, alignment, and
model building are performed completely automated by the server. In the “alignment mode,”
the modeling process is based on a user-defined target–template alignment. Complex modeling
tasks can be handled with the “project mode” using DeepView (125), the Swiss-PdbViewer
(available for PC, Macintosh, Linux and SGI, downloadable from http://www.expasy.org/
spdbv), an integrated sequence-to-structure workbench. All models are sent back via e-mail
with a detailed modeling report. WhatCheck analyses and ANOLEA evaluations are pro-
vided optionally. Similar homology modelers are CPHmodels (86), Geno3D (126), and
ESyPred3D (127).

3.5. Protein Interaction Databases

Protein–protein interactions play important roles in nearly every event that takes place in a
cell. The Biomolecular Interaction Network Database (BIND) is a database designed to store
full descriptions of interactions, molecular complexes, and pathways (128). An Interaction
record is based on the interaction between two objects. An object can be a protein, DNA, RNA,
ligand, or molecular complex. The description of an interaction encompasses cellular location,
experimental conditions used to observe the interaction, conserved sequence, molecular loca-
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tion of interaction, chemical action, kinetics, thermodynamics, and chemical state and can be
accessed through a BLAST search against the database to gather information on the interac-
tions of the query sequence stored in BIND (128). The DIP database (129) catalogs experimen-
tally determined interactions between proteins. It combines information from a variety of
sources to create a single, consistent set of protein–protein interactions.

3.5.1. Protein–Protein Interaction Prediction and Docking

The protein–protein or protein–ligand docking problem started to fascinate biophysical
chemists and computational biologists almost 30 yr ago (130,131). Given the 3D structures of
two interacting proteins, a docking algorithm aims to determine the 3D structures of the com-
plex by rotating and translating the proteins, generating a large number of candidate complexes
in the computer, and to select favorable ones. Docking procedures are tested first on protein–
protein complexes taken from the Protein Data Bank, mostly protease–inhibitor and antigen–
antibody complexes. The CAPRI experiment (132), inspired by the CASP (Critical Assessment
of Structure Prediction) algorithm was given atomic coordinates for protein components of
several target complexes. The predicted interactions were assessed by comparison to X-ray
structures and show significant success on some of the targets. However, the prediction failed
with others, and progress is still needed before large-scale predictions of protein–protein
interactions can be made reliably. The docking of small molecules and proteins is reviewed
in ref. 133.

4. Bioinformatics Genomics and Medical Applications
4.1. Genome Analysis and Databases

Most software tools and databases presented above can be used with any kind of DNA or
protein sequence. The availability of complete genome sequences of hundreds of more or less
related organisms (mainly prokaryotes) allows additional approaches leading the assignment of
function to thus far unknown genes and proteins that are not possible with just a subset of a
genome. There are also a number of medically related databases such as OMIM (Online
mendelian inheritance in man), which contains information regarding inherited and other dis-
eases. Furthermore, attempts to correlate data regarding particular diseases are also being devel-
oped, such as the Cancer Genome Anatomy Project, which is a database of known mutations in
genes arising in particular tissues.

4.2. Comparative Genomics

Methods requiring complete genome sequences include (1) mapping and alignments of en-
tire genomes of closely related organisms to identify clusters and functional units, (2) meta-
bolic pathway reconstruction to identify missing links and assign function (which is of special
biotechnological interest), and (3) comparison of entire genomes of closely related organisms
with a different phenotype. The latter technique is suitable for detecting genes that might con-
tribute to virulence toward humans or plants. It is, therefore, of special interest for medical
science, the pharmaceutic industry, and agriculture. By means of subtracting the entire genome
of a harmless bacterium (e.g., a Bacillus strain) from the genome of a closely related virulent
bacterium (e.g., Bacillus anthracis), genes that are not related to virulence are eliminated. This
procedure yields candidates that are probably responsible for the pathogenic phenotype of
B. anthracis (134,135) or might be suitable for use as vaccines (136). As a consequence,
these genes represent promising targets for specific drugs against the virulence system of
B. anthracis without affecting apathogenic strains. The described comparison can be per-
formed using predicted genes only; more accurate results are obtained comparing expression
profiles or applying proteomics.

Comparisons of entire genomes reveal clusters that are conserved. Clusters of orthologous
groups of proteins (COGs) were delineated by comparing protein sequences encoded in 43
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complete genomes, representing 30 major phylogenetic lineages. Each COG consists of indi-
vidual proteins or groups of paralogs from at least three lineages and, thus, corresponds to an
ancient conserved domain. The COG database (137,138) provides a phyletic pattern search
web page that is available to facilitate the creation of a specific filter that, as being applied to
the COGs, can filter out a COG set that will comply with the condition specified in the query.

4.3. Pharmacogenomics

Pharmacogenomics is the study of how an individual’s genetic inheritance affects the body’s
response to drugs. The term comes from the words pharmacology and genomics and is, thus,
the intersection of pharmaceuticals and genetics. Pharmacogenomics holds the promise that
drugs might one day be tailor-made for individuals and adapted to each person’s own genetic
makeup. Environment, diet, age, lifestyle, and state of health can influence a person’s response
to medicines, but understanding an individual’s genetic makeup is thought to be the key to
creating personalized drugs with greater efficiency and safety. Pharmacogenomics combines
traditional pharmaceutical sciences such as biochemistry with annotated knowledge of genes,
proteins, and single-nucleotide polymorphisms.

The anticipated benefits of pharmacogenomics are as follows:

1. More powerful medicines (by a therapy more targeted to specific diseases).
2. Better, safer drugs (doctors will be able to analyze a patient’s genetic profile and prescribe the

best available drug therapy from the beginning).
3. More accurate methods of determining appropriate drug dosages (dosages on weight and age

will be replaced with dosages based on a person’s genetics).
4. Advanced screening for disease (knowledge of a particular disease susceptibility will allow

careful monitoring, and treatments can be introduced at the most appropriate stage to maxi-
mize their therapy).

5. Better vaccines (vaccines made of genetic material, either DNA or RNA, promise all the ben-
efits of existing vaccines without all the risks).

6. Improvements in the drug discovery and approval process (pharmaceutical companies will be
able to discover potential therapies more easily using genome targets),

7. Decrease in the overall cost of health care.

The explosion in both single-nucleotide polymorphism (SNP) and microarray data gener-
ated from the human genome project has necessitated the development of a means of catalog-
ing and annotating (briefly describing) these data so that scientists can more easily access and
use it for their research. Database repositories for both SNP (dbSNP) and microarray (GEO)
data are available at the NCBI. These databases include either descriptive information about
the data within the site itself (GEO) or links to NCBI and external information resources
(dbSNP). Access to these data and information resources allows scientists to more easily inter-
pret data that will be used not only to help determine drug response but to study disease suscep-
tibility and conduct basic research in population genetics.

4.3.1. SNP Databases

A key aspect of human genome research and pharmacogenomics is associating sequence
variations with heritable phenotypes. The most common variations are SNPs, which occur
approximately once every 100–300 bases (see Chapter 19). Because SNPs are expected to fa-
cilitate large-scale association genetics studies, there has recently been great interest in SNP
discovery and detection. The cSNP database specializing on human chromosome 21 is a joint
project between the Division of Medical Genetics of the University of Geneva Medical School
and the Swiss Institute of Bioinformatics, which offers BLAST and text searches to explore
their data. In collaboration with the National Human Genome Research Institute, the National
Center for Biotechnology Information has established the dbSNP database (139) to serve as a
central repository for both single-base nucleotide subsitutions and short deletion and inser-
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tion polymorphisms. Once discovered, these polymorphisms could be used by additional labo-
ratories, using the sequence information around the polymorphism and the specific experimen-
tal conditions. The data in dbSNP are integrated with other NCBI genomic data and are
accessible by the same tools as other NCBI databases.

4.3.2. Expression Profiling

The Gene Expression Omnibus (GEO) is a gene expression and hybridization array data
repository, as well as a curated, online resource for gene expression data browsing, query, and
retrieval. GEO was the first fully public high-throughput gene expression data repository and
became operational in July 2000 (140). There are several ways to deposit and retrieve GEO
data. The search facilities “Gene profiles,” “Dataset,” and “Sequence BLAST” are powerful
and link to the well-known Entrez-Interface, including accession links to relevant genes and
proteins.
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In Situ Hybridization

Amanda D. Watters

1. Introduction
In situ hybridization is a method used to localize nucleic acid sequences in cells or tissue

sections. The first in situ hybridization experiments were described by two groups of research-
ers in 1969, John et al. and Gall and Pardue (reviewed in ref. 1). Radioactively labeled RNA
probes were used to localize specific DNA sequences within the nuclei of Xenopus laevis (2).

The in situ hybridization methodology exploits a fundamental property of nucleic acids:
their ability to anneal (bind) to one another in a sequence-specific manner to form hybrids (3).
Thus, the gene sequence of interest can be detected in situ by labeling a known sequence of
DNA or RNA to form a probe and then introducing the probe to the sample in a single-stranded
form. Following annealing, the gene sequence of interest can be visualized via the probe label.

1.1. Materials Used

The most suitable type of tissue preparation for assessing chromosome or gene copy number
in situ is frozen sections, as the material will not have been placed in fixatives that can damage
DNA (4). However, frozen tissue is not as easy to handle as formalin-fixed and paraffin-wax-
processed tissue and long-term storage can degrade nucleotides, particularly RNA. Initial
research studying genetic aberrations in interphase nuclei used cell lines or dissociated
nuclei from tumors (5–7). Confidence in the methodology together with improvement in probe
synthesis has resulted in many studies that show the benefits of studying genetic aberrations in
intact tissue sections (e.g., refs. 8 and 9).

Further refinements in the methodology have led to techniques that can be applied to forma-
lin-fixed, paraffin-wax-embedded material from the histopathology archives, which vastly
increase the power of in situ hybridization in clinical and research environments. Several
studies have adopted this approach to the study of genetic localization, chromosomal rear-
rangements, chromosome mapping, and numerical chromosomal and genetic aberrations in
several tumor types (10–13). An outline of the methodology is shown in Fig. 1 (14).

1.2. Types of In Situ Hybridization

There are essentially two types of in situ hybridization (ISH) that can be readily applied to
paraffin-embedded tissue sections: fluorescence in situ hybridization (FISH) using DNA probes
and chromogenic in situ hybridization (CISH) with DNA or RNA probes. One major advantage
of fluorescence over nonfluorescent labels to study genetic aberrations is that multiply-labeled
probes can be applied simultaneously to a tissue preparation. As a consequence, using the cor-
rect probe set, translocations or genetic aberrations relative to the chromosome copy number
can be detected. Conversely, because CISH is viewed by transmitted light microscopy, tissue
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Fig. 1. Outline of in situ hybridisation (From ref. 14; reprinted by permission of Oxford
University Press.)
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morphology is clearly seen, and direct comparison between CISH sections and other histology
techniques can be made. Indeed, this is the preferred method for studies of RNA expression
where morphological details are essential (12).

1.3. Dissociated Nuclei vs Intact Tissue Sections

Early articles in analyzing genetic aberrations in bladder cancer used a method involving
dissociation of nuclei from 50-µm tissue sections cut from paraffin wax tissue blocks (5–7).
Although nuclear truncation in thin sections was avoided, the relationship between neoplastic
and non-neoplastic tissue and correlation with pathology in hematoxylin and eosin sections
was not possible. Subsequent research has showed, however, that it is entirely possible to glean
a large amount of information using standard 5-µm tissue sections (e.g., refs. 15 and 16). Nev-
ertheless, ISH applied to the assessment of DNA copy number using standard tissue sections
requires careful evaluation to ensure that accurate assessment of ploidy is achieved because of
nuclear truncation artifacts (17). Control material with known ploidy must be included in the
analysis.

2. Methodology
2.1. Pretreatments

As a result of fixation, unmasking of nucleic acids is a prerequisite of the in situ methodol-
ogy with paraffin tissue sections: A compromise between optimal digestion and preservation of
tissue architecture must be achieved. The recommended fixative for ISH is 10% neutral-buff-
ered formalin, commonly used in diagnostic laboratories. The first step in any procedure that
involves paraffin-wax-embedded tissue sections is to remove the wax and rehydrate the tissue.
This is typically done using xylene and alcohol. Following this step, various pretreatments are
used, such as weak hydrochloric acid at room temperature. This is a tissue permeabilization
agent that is thought to increase hybridization signals, because acid deproteinases the tissue,
thus increasing probe penetration (18). This is the result of the pH-dependent fixation reaction
that proceeds more rapidly at higher pH (19) and presumably is reversed following the intro-
duction of an acid, such as hydrochloric acid. Generally, the use of a permeabilization step
reduces the proteolytic step, thus causing less tissue damage. Pepsin is primarily used as the
proteolytic enzyme in the demonstration of genomic DNA and some mRNA (14), although
proteinase K tends to be more popular in mRNA pretreatment protocols (20). The length of this
step will vary depending on the tissue used and also on the individual tissue samples (21). It is
possible to stain the nuclei with a nuclear stain such as 4,6-diamidino-2 phenylindole-2 hydro-
chloride (DAPI) and determine the extent of digestion using fluorescence before proceeding to
the probe application stage (21).

2.2. Prehybridization and Hybridization

Depending on the application, DNA probes can be sourced from commercial companies or
synthesized in-house using enzymatic methods that incorporate haptens such as biotin or
digoxigenin or fluorochromes (22). Generally, the probe requires denaturation before applying
to the tissue, although some commercial sources supply probes already denatured. Denaturing
of both probe and target DNA renders the double-stranded DNA single stranded, thus enabling
the probe and target to reanneal.

Denaturation can be performed by both chemical and physical means. Most protocols use a
combination of heat, salt, and formamide, all of which have the ability to break intramolecular
hydrogen bonds, thus destabilizing hybrids (23). In some situations, probe and target can be
denatured simultaneously by diluting the probe in the hybridization mix, which contains salt
and formamide (14).

Probes for the detection of RNA sequences are synthesised by in vitro transcription using
one of the DNA-directed RNA polymerases (12). Digoxigenin is typically added to the reaction
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and the resultant single-stranded probe does not generally require denaturing before applying
to the tissue. However, some protocols recommend a prehybridization step that prevents back-
ground staining. The prehybridization mixture contains all of the components of the hybridiza-
tion mixture minus dextran sulfate and probe (24).

Hybridization is typically carried out under low-stringency conditions to enhance hybrid
formation (23). The hybridization mix contains reagents to allow the hybridization to proceed
as efficiently as possible. The reagents in the mixture include 2X SSC (sodium saline citrate)
and 50% formamide, which allow matched hybrids to form, but because this is a relatively low-
stringency mix, some mismatched hybrids will also form. Other constituents of the hybridiza-
tion mix are typically dextran sulfate, a macromolecule (molecular weight of greater than 8000)
that increases the effective probe concentration by molecular exclusion (14), and salmon sperm
DNA, which can reduce nonspecific staining by blocking possible interactions with the phos-
phate groups of the nucleotide chain (23).

2.3. Posthybridization

Posthybridization washes aim to denature and remove an unbound or weakly bound probe;
for DNA probes, this is generally with a neutral high-concentration SSC combination (14) at a
high temperature or a combination of formamide and SSC at a lower temperature. The
posthybridization wash is usually of a slightly higher stringency than the hybridization condi-
tions. Hybrids of more specific base-pairing can withstand the higher-stringency wash, and the
resulting hybridization signal is specific for the DNA sequence under analysis. Posthybridization
washes for RNA probes tend to be performed at lower temperatures than for DNA probes,
although the stringency might need to be altered depending on the final result.

2.4. Detection

DNA sequences are detected with antibodies to the appropriate hapten and visualized with
either a fluorescent or a nonfluorescent label. Directly labeled probes are usually fluorescent
and can be visualized immediately following hybridization. If digoxigenin or biotin have been
used to label the probe, the method proceeds to a detection system (16). RNA sequences are
visualized with an alkaline phosphatase-conjugated antidigoxigenin antibody, followed by a
substrate of 5-bromo-4-chloro-3-indolyl-phosphate and nitro-blue tetrazolium. For visualiza-
tion of nuclei using fluorescence antifade mounting medium containing 0.25–0.5 µg/mL DAPI
is applied to the tissue sections; for light microscope preparations, a light nuclear stain such as
hematoxylin or light green is used.

3. Applications
In situ hybridization has gained popularity over other molecular biology methods because

the DNA/mRNA of interest can be viewed in the context of the tissue morphology. Over the
past few years, probes and methodologies have been refined to the extent that now it is possible
to perform ISH on paraffin-wax-embedded tissue sections. This is particularly relevant in a
clinical setting where retrospective studies are facilitated by accessing material from the
pathology archives, and results are correlated with patient outcome. Thus, ISH is rapidly
becoming a technique that can be applied to a wide range of clinical situations. Studies range
from the assessment of gene rearrangements in leukemia and lymphoma (25) to the diagnosis
of B-cell lymphoma by demonstration of restriction of light-chain mRNA (11) to the determi-
nation of amplification of HER2/neu in breast cancer (26).

3.1. Diagnostic FISH

Fluorescence in situ hybridization has been used widely in the diagnosis of various types of
lymphoma. Many genetic lesions represent molecular markers of disease that have diagnostic
and clinical applications (27). Distinct types of non-Hodgkin’s lymphomas are associated with
recurrent genetic abnormalities. These include chromosomal translocations, which are involved
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in the pathogenesis of the disease through mechanisms including activation of a proto-oncogene
via transcriptional deregulation (e.g., BCL1/CCND1, BCL2, or MYC) or the generation of a
fusion product such as NPM-ALK. Using an indirect labeled protocol, FISH was successfully
used to detect three chromosomal translocations, BCL1, BCL2, and MYC, in routinely fixed
and processed tissue sections from mantle cell, follicular, and Burkitt’s lymphomas (27). The
distinct clinicopathological disease marginal zone lymphoma of mucosa-associated lympho-
cytic tissue type has been associated with specific numerical abnormalities. Of these, t(11:18)
is the most important because it is associated with treatment selection. t(11:18) cases are resis-
tant to Helicobacter pylori eradication therapy. The development of a FISH protocol to detect
this abnormality is very useful in a clinical context because tissue sections generated in a diag-
nostic setting can be used and results evaluated on a cell-by-cell basis (28).

Until relatively recently, diagnostic FISH on formalin-fixed, paraffin-wax-embedded tissue
sections was limited to the hematological malignancies. However, the emergence of a labora-
tory-based assay to determine levels of HER2/neu marks the beginning of a new type of patient
management. One of the most common genetic abnormalities associated with breast and ova-
rian cancer is amplification of HER2/neu (see Fig. 2A), a proto-oncogene that encodes a 185-kDa
transmembrane receptor protein with intrinsic tyrosine kinase activity (29). In breast cancer,
detection of HER2/neu is now mandatory because clinical trials have shown that amplification/
overexpression is a predictive marker for response to adjuvant chemotherapy (30) and a spe-
cific therapy—the humanized monoclonal antibody trastuzumab (Herceptin; Roche)—has been
introduced. Trastuzumab targets the HER2/neu antigen and inhibits the growth of HER2/neu
overexpressing tumor cells (31). FISH is currently being used diagnostically to detect HER2/
neu levels in breast cancer tissue sections using a Food and Drug Administration (FDA)-
approved kit marketed by Abbot Diagnostics.

3.2. FISH in Research

In research, many articles have been published applying FISH to tissue to determine tumor-
associated aberrations. Human papilloma virus is widely implicated in cervical carcinogenesis,
but it is thought that other abnormalities are required for biological transformation (32). By
using probes for common genetic aberrations in cervical cancer, this hypothesis was confirmed
and also that regional heterogeneity of genetic loss was associated with late events in tumor
development and contributed to our understanding of cervical cancer (32). In the childhood
brain tumor medulloblastoma, the frequency of MYCC abnormalities was studied using tissue
sections. The prognostic significance was determined, albeit in a small percentage (5.2%, 4 out
of 77), and an association was made between MYCC amplification and poor prognosis (33). In
bladder cancer, one of the few malignancies characterized by frequent recurrence, correlations
between clinical outcome and genetic aberrations have been made. Monosomy of chromosome
9 (see Fig. 2B) (15) and polysomy of chromosome 17 (16) have been associated with increased
risk of recurrence. There is now a multiprobe set available from Vysis, Inc. that consists of the
commonest genetic aberrations previously characterized in bladder cancer (34). The use of the
probe set increased sensitivity in determining malignancy compared to conventional cytology.
At present, the probe set is used on cells derived from urine specimens, but there is, undoubt-
edly, potential for extrapolation to tissue sections. Probe sets are now available from Vysis for
prognosis and prediction of therapy response in chronic lymphocytic leukemia. A large amount
of information can be gathered from one experiment, using directly labeled probes for common
chromosomal abnormalities, the results of which can predict response to therapy. This approach
will soon extrapolate to routine molecular diagnostics in tissue sections and will provide a
powerful tool for accurate prognostication.

3.3. Diagnostic CISH

Chromogenic in situ hybridisation is used to diagnose melanoma and lymphoma using
mRNA probes for kappa and lambda. Light-chain restriction indicates malignancy (11). CISH
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Fig. 2. (A) This image shows high levels of HER2/neu gene amplification in an invasive
breast carcinoma, represented by many bright dots, some merging into large structures, within
the nucleus, demonstrated by FISH; original magnification, ×1000. (B) This image shows a
reduction to monosomy of chromosome 9 in the majority of nuclei in a low-grade transitional
cell carcinoma, demonstrated by FISH; original magnification, ×400. (C) This image shows
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Fig. 2. (continued) high levels of expression of renin localized to the juxtaglomerular apparatus
in a normal kidney, demonstrated by CISH; original magnification, ×400. (D) This image rep-
resents polysomy in a high-grade transitional cell carcinoma where the predominant cell popu-
lation contains three or four dots demonstrated by FISH; original magnification, ×1000.
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has also been applied to the diagnosis of hepatic tumors, using an mRNA probe for albumin.
The presence of albumin differentiates between hepatocellular carcinoma and
chloangiocarcinoma (11). Viral identification can be undertaken using a variety of methods,
but only an in situ method such as CISH will provide simultaneous morphological information.
Most viral in situ methods use probes against DNA. However, a viral mRNA transcript has
been used in the demonstration of the Epstein–Barr virus (35). Human papilloma virus (HPV)
is associated with the development of cervical cancer and can be used in the future as an
adjunct to cervical screening. HPV DNA is readily demonstrated in tissue sections by ISH,
which has the advantage over other molecular methods such as polymerase chain reaction
(PCR) because the virus can be visualized with reference to tissue morphology (36).

3.4. CISH in Research

In research, CISH has been widely applied to the study of numerical chromosomal aberra-
tions (6,37,38). For example, in adrenocortical carcinoma, an interphase cytogenetic study
using probes for chromosomes commonly associated with this tumor showed that that there
were less aberrations in the benign adenoma and more with tumor progression (39). The child-
hood tumor nephroblastoma has been associated with high levels of renin production (20),
which can be demonstrated by CISH. Normal production of renin is confined to renin-secreting
cells in the juxtaglomerular apparatus (see Fig. 2C). Although color separation is more difficult
because chromogens are usually red and brown, dual labeling has been used successfully in
conjunction with immunocytochemistry (40).

3.5. ISH to Study Preneoplastic Lesions

Many studies have demonstrated the utility of FISH/CISH to understand pathological pro-
cesses of disease and also in preneoplasia. For example, data from cytogenetic studies suggest
that anomalies in chromosome 17 occur early in the tumorigenesis of breast cancer and that
detection of chromosomal aneusomies can be useful in the screening of high-risk individuals
(41). Polysomy 17 has been reported in proliferative breast disease (42), in adjacent tissue to
breast carcinoma, and in contralateral breast tissue (41). Detection of chromosomal aberrations
in benign tissue can represent a novel marker of breast cancer risk (41). In bladder cancer,
urothelium adjacent to malignant growth has been characterized by ISH. Numerical aberrations
are hypothesized to represent an increased risk of tumor recurrence (see Fig. 2D) (43).

3.6. Future Developments

Tissue microarray technology (44) is beginning to impact on research involving tissue-based
methodologies. Minute tissue cylinders (0.6 mm in diameter) are taken from hundreds of dif-
ferent tumor blocks and laced into an empty paraffin wax block. Slides are made that can then
be rapidly assessed with DNA or mRNA probes to give rapid results of the study of a particular
aberration. This leads to the acceleration of candidate tumor markers, which will rapidly
become standard diagnostic practice.

In conclusion, the application of ISH to formalin-fixed, paraffin-wax-embedded tissue sec-
tions is now standardized and is part of the diagnostic procedure in several laboratories. As
more prognostic markers become validated for use, there will be an increase in molecular test-
ing with the inevitable rise in tailored therapies.
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Enzyme-Linked Immunosorbent Assay

William J. Jordan

1. Introduction
The enzyme-linked immunosorbent assay (ELISA) is typically used to detect and quantify

antigen within biological fluids. Among the ELISA’s attributes are a very high level of sensi-
tivity and robustness as well as being an extremely cost-effective assay that can be performed
with only basic laboratory equipment. Having been developed over 30 yr ago (1), the ELISA
remains an assay of choice for many routine medical and veterinary diagnostic assays, as well
as being a vital assay in basic science research.

Applications of the ELISA technique are many and varied. In the clinical laboratory, the test
is commonly used to detect proteins of pathogens or “markers” that are indicative of infection
or disease. A common application of the ELISA in testing for infection is in the identification
of pathogen-specific antibodies in serum (2). Possibly the best known of the clinical diagnostic
assays currently utilizing the ELISA are those for diagnosis of human immunodeficiency virus
(HIV) infection. However, this technique is routinely used for diagnosis of most of the major
viral, and bacterial infections including hepatitis, anthrax, and malaria.

Of the huge number of variations of the ELISA, the most commonly used are (1) the sand-
wich ELISA, often referred to as the “dual-antibody sandwich” or the “dual-antibody capture”
ELISA, (2) the indirect ELISA, and (3) the competitive ELISA. Subheading 2 outlines these
basic techniques with brief examples of their use in the clinic.

2. Routinely Used ELISA Techniques
2.1. The Dual-Antibody Sandwich ELISA

The dual-antibody sandwich ELISA (DAS ELISA) is one of the most sensitive and specific
techniques for quantifying molecules in solution. An illustration of this technique is given in
Fig. 1A. The DAS ELISA requires two antibodies that recognize separate epitopes on the anti-
gen to be measured such that they are able to bind to the molecule simultaneously. The “cap-
ture” antibody, which is specific for the substance to be measured, is first coated onto a
high-capacity protein-binding microtiter plate (an ELISA plate). Following the coating stage,
any vacant binding sites on the plate are then blocked with the use of an irrelevant protein such
as bovine serum albumin (BSA). This creates a solid-phase antigen-binding surface that should
not nonspecifically bind other molecules. Samples, standards, and controls are then incubated
on the plate, and any antigen present subsequently binds to the capture antibody. The bound
antigen is detected using a secondary antibody (recognizing a different epitope on the antigen),
thus creating the “sandwich.” The detection antibody is most often directly conjugated to bi-
otin. Biotin conjugation allows an amplification process to be carried out with the use of
streptavidin conjugated to an enzyme such as horse radish peroxidase (HRP). As streptavidin is
a tetrameric protein, binding four biotin molecules, the threshold of detection is greatly
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Fig. 1. (A) The dual-antibody sandwich ELISA. (B) Estimating antigen concentration using
a typical DAS ELISA standard curve. In parallel with samples, a titration series of known
amounts of antigen are also examined and the optical density (OD) readings are used to give a
“standard curve.” OD readings from samples can then be compared directly to this standard
curve in order to gain an estimate of the amount of antigen in the sample. Samples often require
testing at several dilution s so that the reading can be made within or as close to this part of the
curve as possible.
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enhanced. Developing the assay into a readable format involves the addition of a substrate
such as 3,3',5,5'-tetramethylbenzidine (TMB) for the HRP enzyme. In the presence of the HRP
enzyme, TMB begins a colorimetric reaction that can then be measured using a spectrophotom-
eter. The resulting color (optical density [OD]) relates directly to the amount of antigen present
within the sample. Comparison of the OD within a sample to those obtained using a standard
curve of known concentrations allows an estimate of antigen concentration within that sample
to be gained (see Fig. 1B)

2.1.1. Basic DAS ELISA Protocol

1. Coating with capture antibody: Capture antibody diluted in coating buffer is added to a high-
capacity-protein binding 96-well microtiter plate. The plate is then incubated, allowing the
antibody to bind to the plate; subsequently, the plate is washed to remove any excess or un-
bound antibody.

2. Blocking vacant binding sites: Vacant binding sites on the plate are then blocked with an irrel-
evant protein such as BSA. Following incubation, the plate is washed once more to remove
excess unbound protein.

3. Addition of samples/standards: A titration series of known standards must be prepared. Ide-
ally, these should be diluted in a matrix representing that of the samples to help identify false
positives (e.g., if there are any substances in the matrix that bind nonspecifically to the plate
that have enzyme activity). A negative control must also be included (e.g., culture medium
only or serum known to be negative for the antigen to be measured). Samples and antigen
standards are then incubated on the ELISA plate, allowing any antigen present to bind to the
coating antibody.

4. Addition of detection antibody: Following the addition of samples, the biotinylated detection
antibody is added, which binds to any antigen bound to the plate. Following incubation, the
plate is once again washed thoroughly to remove unbound reagents.

5. Addition of enzyme conjugate: Streptavidin conjugated to an enzyme such as HRP is then
incubated onto the plate. This binds to biotin molecules on the detection antibody. The plate is
once again washed thoroughly to remove unbound reagents.

6. Development and analysis: The ELISA is then developed using a suitable substrate (e.g., TMB
to detect the HRP enzyme). The OD can be measured using a spectrophotometer. The OD
values from the standard titration of antigen are then used to determine an estimate of antigen
within samples.

An example of the DAS ELISA in the clinic is the AlzheimAlert™ ELISA kit (Nymox
Corporation) for measuring a neural thread protein (AD7c-NTP) in the urine of patients. The
presence of high levels of AD7c-NTP has been shown to be correlated with Alzheimer’s dis-
ease and is used for early diagnosis and subsequent monitoring of the progression of this dis-
ease. During the assay, microtiter plates are first coated with a monoclonal antibody reacting
against the neural protein. After blocking vacant binding sites and washing the plate to remove
unbound proteins, a urine sample from the patient is incubated onto the plate. Any neural pro-
tein present binds to the antibody. As this assay is quantitative, a standard titration of known
amounts of recombinant neural protein is set up in parallel. The readings from these are com-
pared to that obtained from the sample(s) to estimate the level of neural protein in the urine.
The plate is then washed to remove any excess protein and a secondary (enzyme-conjugated)
antibody that recognizes a different epitope of the neural peptide is added to the plate. The
presence of the protein in the urine sample is thus reflected by the presence of the enzyme, and
this enzyme is detected using a substrate that completes a colorimetric reaction that is read
using a spectrophotometer. The presence of high levels of the neural protein AD7c-NTP is
indicative of Alzheimer’s disease.

2.2. The Indirect ELISA

In many instances, only one specific antibody might be available with which to create an
assay to detect antigen and so a DAS ELISA is unsuitable. In such a situation, an indirect
ELISA or a competitive ELISA can be established. During the indirect ELISA, the sample
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itself is coated directly onto the microtiter plate and is then detected using the specific anti-
body. An illustration of this technique is presented in Fig. 2.

The indirect ELISA is often used to detect antibody in samples. An example of such an
indirect ELISA used in the clinic is the Murex HIV-1.2.0 ELISA kit (Abbott Laboratories).
HIV-infected individuals commonly produce antibodies against the HIV protein and the pres-
ence of such antibodies in the serum is indicative of infection. The basis of this ELISA is a
microtiter plate coated with a mixture of HIV proteins. This mixture includes a synthetic pep-
tide representing an immunodominant region of HIV-1, a recombinant HIV envelope protein,
and an HIV core protein. Blood is taken from patients and the serum fraction used for the test.
By allowing the red blood cells from a blood sample to “settle” in a test tube, the serum layer
can then be taken with a pipet. This serum sample is normally tested against control sera (both
positive and negative to compare to the sample and thus give a diagnosis). During incubation of
the serum on the microtiter plate, antibodies reacting against the HIV in the sample bind to the
antigens. The plate is then washed to remove excess antibodies and a secondary antibody (con-
jugated to the enzyme HRP) that specifically recognizes human antibodies is added to the plate.
This will, therefore, only bind if antibodies against the HIV proteins were originally present in
the serum sample. Samples not containing specific antibody will not cause the conjugate to
bind to the well. A further wash of the plate is then performed to clear any unbound secondary
antibody and the substrate is then added (TMB). The wells that had sera containing specific
anti-HIV antibodies develop a blue color, which is converted to yellow when the reaction is
stopped with sulfuric acid. The color is read spectrophotometrically at 450 nm and is directly
related to the concentration of antibody to HIV in the sample. Thus, a strong positive signal
indicates that the individual has been infected with HIV.

2.3. The Competitive ELISA

There are many variations and adaptations of the competitive ELISA, although the general
principle for all of these remains the same. A typical representation of this assay is shown in

Fig. 2. The basic direct ELISA.
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Fig. 3A. As with the ELISAs described above, the initial stage of the competitive ELISA gen-
erally involves coating a high-capacity protein-binding microtiter plate with an antibody di-
rected against the antigen to be measured. However, during a competitive ELISA, a sample that
is to be analyzed is first mixed with a known amount of antigen that has been enzyme-conju-
gated. This mixture is then added to the coated ELISA plate. The two forms of the antigen
compete for binding sites to the antibody-coated plate and this binding is proportional to their
respective molar ratios in the mixture. Because only the conjugated form of the antigen allows
for the colorimetric reaction to develop in the presence of the substrate, the maximal reading
occurs when there is no antigen in the sample. The more antigen that is present in the sample,
the lower the resulting OD reading. Thus, unlike a standard sandwich ELISA, the readout is
inversely associated with the amount of antigen (see Fig. 3B).

In practice, the competitive ELISA is the least commonly used of the ELISA variations,
mainly because of the increased workload and expertise required. This technique is most often
used to detect antigens that are very small, such as hormones. An example of the competitive
ELISA in the clinic is the BQ T4 ELISA kit (Bioquant Corporation). This ELISA is used for the
quantitative measurement of total thyroxine (T4) in human serum or plasma and is used for the
diagnosis of hypothyroidism and hyperthyroidism. The level of T4 is decreased in hypothyroid
patients and is increased in hyperthyroid patients. The BQ T4 is a solid-phase competitive
ELISA. The samples are mixed with T4 that has been enzyme-conjugated and are then added to
a microtiter plate that has been precoated with an anti-T4 monoclonal antibody. T4 in the
patient’s serum competes with a T4 enzyme-conjugated recombinant T4 for binding sites. Plates
are then washed to remove unbound T4 and T4 enzyme conjugate. Upon the addition of the
substrate, the intensity of color is inversely proportional to the concentration of T4 in the
samples. A standard curve is prepared relating color intensity to the concentration of the T4 and
a diagnosis can be made.

A variation of this competitive ELISA is often used to measure levels of antibody in solu-
tion. In this technique, the antigen itself is coated onto the ELISA plate and an enzyme-conju-
gated “detection antibody” is used to generate the OD reading. Any antigen-specific antibody
in the sample competes with the enzyme-conjugated antibody for binding to the plate. Again,
the reading is inversely proportional to the amount of antigen present and can be cross-refer-
enced with readings from a standard curve to gain a quantitative estimate of antibody in the
sample.

2.4. The Blocking ELISA

In this variation of the competitive ELISA, the sample to be measured is not mixed with the
enzyme-conjugated antigen, but is preincubated onto the coated plate prior to washing and the
addition of the conjugated antigen. Thus, the sample “blocks” rather than “competes” for the
sites on the plate. This can result in a greater degree of sensitivity, although it is more time-
consuming because it relies on an additional step. The principle of the assay, however, remains
the same as the competitive ELISA.

3. Establishing an ELISA Protocol
In order to set up a reliable and durable ELISA, it is essential to first optimize a number of

the parameters mentioned above. The level of optimization will, of course, depend on exactly
what is required from the assay. In some cases, a simple “yes or no” answer is desired and a
simple standard procedure might be sufficient. If, however, high sensitivity is the aim with
accurate quantification of the molecule in question, then carefully setting up the optimal condi-
tions in advance saves a great deal of time in the long term.

Optimization of the following parameters is most often required: (1) pH of coating buffer,
(2) concentration of capture antibody, and (3) concentration of streptavidin–HRP conjugate.
Another important aspect of optimization that must be considered, especially when it is antigen
rather than antibody that is to be coated onto the plate, is the type of ELISA plate used. Recent
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Fig. 3. (A) Principles of a typical competitive ELISA. (B) Estimating antigen concentration
using a typical competitive ELISA standard curve. A constant amount of conjugated standard
antigen is used to give the background OD reading (a). This reading is competed out with
increasing concentrations  of unconjugated antigen added, creating the standard curve. Antigen
within samples competes with the constant conjugated antigen in the same manner, giving an
OD reading (b) that can be read off using the standard curve to estimate the concentration
within the sample (c). The most sensitive part of the curve (d) is where the smallest difference
in concentration of the competing antigen has the greatest impact on the OD. Samples often
require testing at several dilutions so that the reading can be made within or as close to this part
of the curve as possible.
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advances in ELISA-plate-binding surface technology now allow adhesion of a number of
important molecules other than protein, including carbohydrates and lipids, thus expanding
the array of microbial antigen that can be identified and quantified using this technique (3).

If the major aim of the ELISA is to obtain quantification of substances present in extremely
low concentrations, there are a number of adaptations to the technique that can be used. Such
techniques often use alkaline phosphatase (AP) enzyme systems rather than HRP, providing
greater levels of sensitivity. Other technological advances that increase ELISA sensitivity can
be found in the color-development stage of the technique. For example, the AP enzyme has
been used to lock into a circular redox cycle producing an end product such as red formazan,
which is hugely amplified in comparison to standard amplification methods (4). Chemilumi-
nescent amplified ELISA principles have also been shown to give very high sensitivity (5). In
one example, an ELISA to measure proinsulin in serum was optimized using chemilumines-
cence to increase the sensitivity to measure as little as 1 zmol (about 350 molecules) of alkaline
phosphatase (6). Although extremely sensitive, such techniques are time-consuming to set up
and optimize and more expensive than the simple colorimetric ELISAs described in this chap-
ter, making them unsuitable for many routine diagnostic assays.

4. Clinical Applications

The ELISA is used for a huge number of clinical applications. Of these, perhaps the best
known are those used for the diagnosis of HIV infection. The basic routine diagnosis of HIV
infection using ELISA detects the antibodies that are produced by a patient that react against
proteins of the virus. The presence of such antibodies in serum or saliva is indicative of infec-
tion (7–9). The ELISA is considered the best available screening because of its low cost, stan-
dardization, high reliability, and relatively quick turnaround. The price of each ELISA test kit
can be less than $2. The ELISA’s reliability and accuracy has been shown to have a sensitivity
of 99.7% (i.e., 99.7% of test samples were correctly diagnosed as positive when antibodies
were present). There are currently 18 Food and Drug Administration (FDA)-approved ELISAs
for the detection of antibodies reacting against either HIV-1, HIV-2, or both.

The ELISA is used to identify infections from most common viral, bacterial, parasitic, and
some fungal infections. Other infections that ELISA is commonly used to diagnose include
hepatitis B and C viruses (10–13), parasitic infections such as Giardia and Strongyloides (14,15)
and a number of bacterial infections, including anthrax (16). In most cases, these assays iden-
tify antibodies against the pathogen in the serum. However, some ELISAs are used to measure
proteins from the organism themselves that might be in the blood. ELISAs are used to directly
identify proteins from the circumsporozoite stage of the malaria parasite within the mosquito to
identify those insects carrying the disease. The technique is also useful in early prediction,
diagnosis, and tracking of the course of autoimmune disease through measurement of “rheuma-
toid factors” and other autoantibodies in the serum. High levels of these autoantibodies in the
serum help diagnose and monitor diseases such as systemic lupus erythematosus and rheuma-
toid arthritis (17–19).

Other than in disease diagnosis, ELISA has a host of other important applications. The assay
is used to detect hormone levels in serum—for example to examine levels of luteinizing hor-
mone in order to determine the time of ovulation (20) or to measure human growth hormone in
order to identify deficient individuals who could benefit from administration of the hormone.
In food science, the ELISA is used to detect products of genes that are produced through GM
technology and also to identify the presence or absence of allergens in food (21–23). In sports
science, ELISAs have been developed that can detect recombinant hormones such as recombi-
nant growth hormones or anabolic steroids that can be used illicitly by athletes or administrated
to animals such as racing horses (24–26). The ELISA is also widely used in forensic drug
analysis—for example to identify the presence of tetrahydrocannabinol, the active ingredient
in marijuana (27,28).
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Protein Therapeutics

Mouse, Humanized, and Human Antibodies

Benny K. C. Lo

1. Introduction
Antibodies play a vital role in immune defense against pathogens. They are globular glyco-

proteins produced by plasma cells in response to the antigenic stimulation of B-lymphocytes.
Their circulation in blood and lymph contributes to the humoral component of the vertebrate
immune system. Each plasma cell secretes a single clone of antibodies that bind a unique epitope
of an antigen. Cooperations exist between antibodies and other immune effectors such as mac-
rophages and complement to facilitate the removal of antigens from the body.

Because of their exquisite specificity in antigen recognition, they are used extensively as
effective probes for biological markers in laboratory research. There have also been numerous
attempts to exploit antibodies as specific disease-targeting agents since the early 20th century.
Nevertheless, it was not until the end of the century that antibodies were finally used in patients
with good levels of safety and efficacy. Breakthroughs in protein engineering and directed
evolution techniques have enabled the design of “tailor-made” human antibodies to order. At
the time of writing, the US Food and Drug Administration (FDA) has approved 15 therapeutic
antibodies for human use and many more are in various stages of clinical and preclinical devel-
opment. The recent explosion in genomic and proteomic information looks set to reveal cas-
cades of disease targets open to antibody targeting. Undoubtedly, the continued use of
antibodies in the 21st century is ensured by their unique recognition properties and, as now
demonstrated, by their successful partnership with protein engineering.

In this chapter, the background to several well-established antibody engineering technolo-
gies, the major experimental steps involved, and their impact on modern medicine are described.

1.1. Antibody Structure and Function

Antibodies are Y-shaped molecules consisting of two identical heavy- and light-chains
joined by disulfide and noncovalent linkages. Five major classes of heavy chains exist in
humans (α, δ, ε, γ, µ) and they define the isotype of the antibody (IgA, IgD, IgE, IgG, IgM,
respectively). Each heavy chain is paired with a κ or λ light chain to form a functional mol-
ecule. The different antibody subclasses possess distinct characteristics in the overall struc-
ture, tissue localization, and the ability to trigger effector functions. The following description
is based on the IgG molecule that has a simple structure and is present in greatest amounts in
serum.

An IgG is made up of three regions: two identical ones forming the arms (Fab, fragment
antigen binding) and one other forming the base of the “Y” (Fc, fragment crystallizable) (see
Fig. 1A). The Fabs and the Fc are connected through a hinge region, which confers flexibility
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to the molecule. The heavy and light chains are respectively folded into four and two globular
domains of around 12.5 kDa each. The variable domains from each chain (VH and VL, known
collectively as the Fv) control the antigen-binding specificity and intrinsic affinity of the anti-
body. Structurally, each Fv adopts the immunoglobulin fold in which two conserved β-sheet
framework scaffolds support six hypervariable loops known as the complementarity-determin-
ing regions (CDRs) (see Fig. 1B). Binding specificity and affinity are defined by the length,
sequence, conformation, and relative disposition of the CDRs, and the pairing of CDRs from
repertoires of VH and VL sequences. The presence of two Fvs in each IgG also allows simulta-
neous binding to two epitopes, hence increasing the functional affinity of the antibody through
avidity. Genes responsible for the huge diversity of VH and VL sequences are the products of
germline recombination of immunoglobulin variable (V), diversity (D, VH only), and junc-
tional (J) gene segments in B-lymphocytes, leading to billions of antibody specificities for
binding diverse targets (1–3). Further refinement of the initial antibody response is enabled
through the process of somatic hypermutation (4,5), yielding antibodies of even higher binding
affinity.

In contrast to the Fv, the constant region of an IgG consists of eight domains (CL, CH1–3)
with conserved sequences. It lacks specific structures for antigen binding but is essential for the
recruitment of immune effector cells and molecules for immunological attack on the antigen.
The same antigen-specific Fv can be connected to different constant regions during the course
of an antibody response. This process of class switching (6) allows the functional specializa-
tion of antibodies. For instance, the Fc region of an IgG is able to bind phagocytic cells, such as
macrophages and neutrophils, and complement. IgEs, on the other hand, are designed to inter-
act with mast cells and basophils during a hypersensitivity reaction (see ref. 7 for review).

The reader is referred to refs. 8 and 9 for detailed reviews on antibody structure.

2. Antibody Engineering
2.1. Monoclonal Antibodies

Polyclonal antisera from immunized animals have traditionally been used as a convenient
source of antibodies for immunological detection. They were also used in the treatment of

Fig. 1. Antibody structure. (A) Nomenclature and the domain arrangement of an IgG mol-
ecule. (B) The crystal structure of a VH domain showing the β-sheet immunoglobulin fold and
the relationship between the conserved framework regions and the hypervariable
complementarity-determining regions (CDRs).
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infectious diseases such as pneumonia, tetanus, diphtheria, and rabies, although the occurrence
of hypersensitivity reactions limited their in vivo application. Despite being easy to produce,
polyclonal antibodies suffer from the disadvantage of heterogeneity with batch-to-batch varia-
tions. In addition, little control can be exerted over the fine specificity and composition of each
polyclonal preparation. In 1975, Georges Köhler and César Milstein of the MRC Laboratory of
Molecular Biology (Cambridge, England) developed a revolutionary method for the produc-
tion of unlimited amounts of antibodies to a predefined specificity (10). To achieve this, they
fused spleen cells from mice immunized with sheep red blood cells (SRBCs) with cultured
murine myeloma cells. These hybrid myelomas, or “hybridomas,” were propagated and
screened for the production of antibodies that lysed SRBCs in the presence of complement.
Each positive hybridoma clone thus secretes antibodies to a single epitope of the immunogen
and can be cultured indefinitely for antibody production (see Fig. 2). This technique, for which
a Nobel Prize was awarded in 1984, has led to the isolation of monoclonal antibodies to a
multitude of targets. Of these, some have become indispensable research and diagnostic re-
agents, as symbolized by the role of monoclonal antibodies in the discovery of cluster of differ-
entiation (CD) antigens on leukocytes. Partnered with protein engineering and molecular
display technologies (see Subheadings 2.2. and 2.4.), they are also being developed as effec-
tive therapeutic agents for a range of human diseases (see Subheading 3.).

Experimental Steps (See refs. 11 and 12 for Detailed Protocols)

Mice (e.g., Balb/c) are immunized subcutaneously and/or intraperitoneally with the antigen
of interest in Freund’s adjuvant. Either soluble proteins or whole cells can be used. Following
initial immunization, boost injections are given at regular intervals and sera are assayed for
antibody titers for binding to the immunogen. After the final boost, mice are sacrificed and the
spleen cells are isolated. The splenocyte population is then fused to myeloma cells (e.g., Sp2/0,
NS0) by adding polyethylene glycol or by electrofusion, and the hybridomas are cultured in the
hypoxanthine–aminopterin–thymidine selection medium. Finally, hybridoma cells are dilution-
cloned and assayed individually for the secretion of antigen-specific antibodies.

Fig. 2. Murine hybridoma technology.
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2.2. Chimeric and Humanized Antibodies

Although murine hybridoma technology has been instrumental in the generation of mono-
clonal antibodies for clinical diagnostics and laboratory research, their application in human
therapeutics is limited. This is because murine antibodies frequently elicit the human anti-
murine antibody (HAMA) response (13,14) after multiple intravenous administrations. It is
characterized by neutralizing serum IgG and IgM responses directed against the constant and
variable regions of the murine antibody. In addition, murine constant regions are also ineffi-
cient in engaging suitable human immune effector functions for therapeutic effects. These un-
desirable properties posed significant challenges to the in vivo safety and efficacy of murine
antibodies and, consequently, led to severe setbacks in the pursuit of developing antibodies as
the “magic bullet” in the late 1970s.

Efforts to produce human antibodies by hybridoma technology (15) and Epstein–Barr virus
(EBV)-mediated B-cell transformation (16) have yielded only limited successes because of the
lack of robust human hybridoma fusion partners and the instability of EBV-transformed clones
(see refs. 17–19 for review). To circumvent these problems, attempts were made in the early
1980s to manipulate different parts of the antibody molecule by genetic engineering. The first
experiments involved the heterogeneous expression of antibodies in cultured lymphoid cell
lines transfected with immunoglobulin genes (20,21). This, together with the ability to clone
immunoglobulin genes by reverse transcriptase–polymerase chain reaction (RT-PCR; see refs.
22–24), paved the way for the extensive manipulations of the antibody molecule. In the mid-
1980s, three groups reported methods for the production of mouse/human chimeric antibodies
(25–27)—murine antibodies transplanted with human antibody constant regions (see Fig. 3A).
The replacement of the immunogenic murine constant regions in chimeric antibodies markedly
reduced the likelihood of the HAMA response while preserving the antigen-binding specificity
and affinity of the murine antibody. Chimerization also allowed the customization of effector
functions by choosing constant regions from different human isotypes (28). Although the
chimerization of some murine antibodies resulted in the disappearance of the HAMA response,
others remained immunogenic (29). As an alternative approach, Sir Gregory Winter of the
MRC Laboratory of Molecular Biology pioneered the CDR grafting technology (30–32), in
which the antigen-binding specificity of a murine antibody is transferred to a human antibody
by transplanting the CDR loops and selected framework region residues (see Fig. 3A,B). The
reshaped, humanized antibody retains only the essential binding elements from the murine
antibody (5–10% of the total sequence) and is predicted to be minimally immunogenic. Indeed,
the in vivo tolerance and efficacy of many humanized antibodies have been shown to be more
favorable than murine antibodies (33–36) and a number of these are now marketed as effective
therapeutic drugs (see Subheading 3.). Other humanization technologies such as veneering
(37,38) and guided selection (39) were also developed, but these are not discussed here.

Experimental Steps (See ref. 40 for Detailed Protocols)

1. Chimerization of murine antibodies. The VH and VL genes of the murine antibodies are first
amplified from the hybridoma cell line by RT-PCR and the amino acid sequences determined.
These are subcloned into mammalian expression vectors containing the human constant regions
of the desired isotypes and onto a leader sequence for export of the expressed antibodies into the
extracellular medium. Finally, expression vectors for the chimeric heavy and light chains are
transfected to mammalian cell lines such as COS-7 for transient expression or Chinese ham-
ster ovary (CHO) cells for stable expression into the culture media.

2. Humanization of murine antibodies by CDR grafting. The VH and VL genes of the murine
antibodies are first amplified from the hybridoma cell line by RT-PCR and the amino acid
sequences determined. The structure of the murine variable region (crystallographic or mod-
eled) is then examined for important interactions between framework and CDR residues. Spe-
cial emphasis is placed on framework residues that regulate CDR conformations directly or
indirectly. Next, human antibody frameworks are selected for CDR grafting based on their
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ability to support the murine CDRs for antigen binding. This is achieved by a detailed sequence
comparison between the candidate human frameworks and the murine antibody sequence.
Molecular models can also be built to evaluate the suitability of the chosen frameworks. To
produce the CDR-grafted antibody, the entire humanized VH and VL sequences are synthe-
sized by PCR using overlapping primers, subcloned into expression vectors, and transfected
into mammalian cell lines for expression (as described for chimeric antibodies). Alternatively,
variable region genes are expressed in Escherichia coli as antibody binding fragments (single-
chain Fv, Fab; see also Subheading 2.3.). The binding of the humanized antibody to its cog-
nate antigen can be measured by enzyme-linked immunosorbent assay (ELISA). If
optimization in binding affinity is required, one or more framework residues are usually

Fig. 3. Antibody humanization and CDR grafting. (A) Mouse/human chimeric antibodies
are constructed from murine variable regions and human constant regions, making them less
immunogenic than murine antibodies. Humanized antibodies contain even fewer murine
sequences by retaining only the CDRs from the murine antibody. However, a small subset of
murine framework (FR) residues may need to be re-introduced into the human frameworks
(FR) to optimize CDR conformations for binding (see panel B). (Shaded ovals: murine
sequences; Blank ovals: human sequences; Black lines across ovals: murine CDRs)  (B) The
transplantation of murine CDRs onto a human framework (FR) often leads to suboptimal orien-
tations of these binding loops. Consequently, critical murine framework residues need to be re-
introduced as back-mutations to restore the optimum CDR conformations for antigen binding.



434 Lo

mutated to the equivalent in the murine antibody, paying special attention to those positions
identified as important from structural analysis. One should, however, minimize such murine
mutations in order to keep the humanized antibody as “human” as possible.

2.3. Combinatorial Antibody Libraries

Chimeric and humanized antibodies, despite having desirable in vivo properties, rely on
hybridoma and protein engineering procedures, which can be lengthy. In 1985, George Smith
of the University of Missouri demonstrated that peptides could be displayed on the head of the
filamentous bacteriophage by genetic fusion to the minor coat protein pIII (41). The bacte-
riophages were found to retain infectivity and display the peptides in a way accessible to anti-
body-binding. A few years later, it was also shown that the antibody-binding fragments Fab
(42) and Fv (43) can be expressed and secreted in E. coli culture and even displayed as a folded
single-chain Fv protein (scFv: VH–peptide linker–VL; see refs. 44 and 45) on filamentous bac-
teriophage (46). These seminal findings were quickly exploited for the generation of antibod-
ies. In these systems, a combinatorial library of scFv (47) or Fab (48) antibody genes was fused
to gene III and the antibody fragments were displayed as pIII fusions. Phages bearing antibod-
ies of the desired specificity are selected by panning the library, which contains billions of
different antibody-binding fragments, with the antigen. Enrichment of the positive phage popu-
lation is achieved by several rounds of bacterial infection and repanning, resulting in specific
antibodies of high affinity (see Fig. 4). The desired antibody phenotype is preserved by PCR-
cloning the encoding gene packaged within the corresponding bacteriophage.

The antibody gene repertoire making up the phage libraries was originally amplified from
B-lymphocytes of immunized mice by PCR (47). It was later extended to B-lymphocytes from
humans either immunized with or exposed to the antigen during the course of disease (49,50),

Fig. 4. Combinatorial phage antibody libraries.
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leading to “fully human” antibodies without the need for hybridomas. The use of naïve B-
lymphocyte populations also achieved a similar level of success (51). Taking this one step
further, it was found that human antibodies of high affinity can be isolated from repertoires of
synthetic and randomized CDR sequences (where CDR positions are represented by a subset or
all 20 amino acids) (52,53), thus completely bypassing the need for immunization and the use
of animals. In addition to lead generation, phage display is also used in the optimization of
antibody leads by directed evolution (reviewed in ref. 54). Changes to the antibody sequences
are introduced as random or CDR-focused point mutations, insertions, and deletions. The pool
of mutant antibody fragments is displayed on phage and those with the desired properties (af-
finity, on/off rates, stability, etc.) are selected using a variety of strategies (55). Using these
approaches, the humoral component of the immune system is simulated in vitro; human anti-
bodies can be isolated and affinity-matured in a matter of weeks. Antibodies to problematic
antigens such as conserved and toxic molecules are readily generated. This technology has
proved so versatile that a number of biotechnology companies were founded on this platform
and are generating human antibody leads for clinical trials at an unprecedented rate (56,57).
Other molecular display technologies such as ribosome display (58,59) and yeast display (60)
are maturing and will complement phage display in this respect, as well as increasing the reper-
toire diversity so that high-affinity antibodies can be obtained expeditiously.

Experimental Steps (See Refs. 61 and 62 for Detailed Protocols)

1. Construction of phage antibody libraries. The antibody gene repertoire is prepared by RT-PCR
amplification of VH and VL genes from lymphocyte mRNA using specific V-gene primers for
for naïve and immune libraries. For synthetic libraries and libraries for affinity maturation, the
variable region template can be synthesized and the diversity introduced by randomized oligo-
nucleotides at the desired positions using PCR. Next, the desired repertoire is subcloned into a
phage or phagemid display vector and electroporated into E. coli expressing the F pilus (e.g.,
TG1). The library is then grown on large antibiotic agar plates and the library size determined.
Phage antibody production is effected by inoculating the library into liquid culture (with helper
phage rescue for phagemid libraries) and can be purified for panning by polyethylene glycol
precipitation.

2.  Panning of phage antibody libraries on antigen. To isolate antigen binders, purified phage
antibodies are incubated with immobilized antigen coated on immunotube or biotinylated anti-
gen in solution. Bound phage antibodies are isolated by thorough rinsing of the immunotube or
capturing the biotinylated antigens by streptavidin-coated magnetic beads. They are then eluted
from the solid support and amplified by reinfecting logarithmic-phase E. coli for phage pro-
duction and repanning. After two to three rounds of panning, the eluted phages are used to
infect E. coli and the infected culture is plated onto antibiotic agar plates for single colonies.
These are subsequently inoculated into multititer plates for antibody expression and for anti-
gen binding using ELISA. Antibody genes from the positive phage clones can be sequenced
and cloned for large-scale expression or reformatted as IgG for in vivo applications or for
other manipulations.

2.4. Transgenic Animals

In addition to protein engineering approaches, human monoclonal antibodies can also be
generated by immunizing transgenic mice harboring megabase germline DNA (63) or chromo-
somal fragments (64) containing the human immunoglobulin loci. The endogenous murine
immunoglobulin genes are inactivated so that germline rearrangement occurs predominantly
with the human transgenes. Fully human monoclonal antibodies are thus obtained following
conventional immunization with the desired antigen and the production of hybridomas (see
Subheading 2.1.). This takes advantage of the established method of murine hybridoma pro-
duction while avoiding the complex protein engineering steps associated with humanization or
phage display. Currently, Xenomouse (65), HuMab-Mouse (66), TransChromo-Mouse (64),
and KM-Mouse (crossbred HuMab/TransChromo mouse; see ref. 67) are the four major com-
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mercial systems available and they have generated a number of antibody candidates for clinical
trials in cancer and infectious and inflammatory diseases (see ref. 68; http://www.abgenix.com/
and http://www.medarex.com/). In addition to mice, cloned transchromosomic cows are also
being developed as a novel source for human polyclonal antibodies (69). If successful, this will
clear the way for a new generation of antibody therapeutic products and reduce the dependence
on human donors for intravenous immunoglobulin therapies.

Experimental Steps

Transgenic mice harboring human antibody genes are available through the following com-
mercial suppliers: Xenomouse, Abgenix, Inc.; HuMab-Mouse and KM-Mouse, Medarex, Inc.;
TransChromo-Mouse, Kirin Brewery Co., Ltd. To produce human antibodies from these ani-
mals, the protocols for producing murine hybridoma (see Subheading 2.1. and ref. 70) can be
applied.

3. Clinical Applications of Therapeutic Antibodies
The selective targeting of therapeutic agents to the sites of action has been a major theme in

drug design. This is particularly crucial for agents of high toxicity (e.g., cancer chemotherapeu-
tic drugs) so that the debilitating adverse reactions are minimized. Therapeutic antibodies have
been developed to meet these demands by virtue of their high target-recognition specificity,
adaptability to a wide range of disease states, and the ability to recruit the host’s immune effec-
tors for a therapeutic response. Fifteen antibody-based therapeutic agents are now approved for
human use in oncology, inflammation, organ transplantation, viral infection, and cardiology (see
Table 1). All of these were developed using the antibody engineering techniques described in
Subheading 2. Although their underlying mechanisms of action vary, they share the common
feature of high binding specificity and affinity. In this section, a brief overview on the contribu-
tion from each antibody drug to clinical disease management,* as vivid illustrations of the
impact of antibody engineering on modern medicine, is provided.

3.1. Oncology

The concept of using antibodies to seek and destroy tumor cells in vivo while sparing healthy
tissues has been central to numerous research efforts since the first description of hybridoma
technology. Frequently, tumors and their associated vasculature express cell surface antigens
that are unique or expressed in larger quantities than normal tissues, making them attractive
targets for antibody therapy. Upon binding to tumor-associated antigens, antibodies can exert a
combination of cytotoxic effects through antibody-dependent cellular cytotoxicity (ADCC),
complement-dependent cytotoxicity (CDC), induction of apoptosis, interference with cellular
signaling pathways, or release of radioisotope or cytotoxic drug following internalization of the
antibody–antigen complex (71,72).

Rituxan®, a mouse/human chimeric antibody, was the first FDA-approved anticancer anti-
body for relapsed or refractory CD20+ B-cell non-Hodgkin’s lymphoma (NHL). It binds CD20,
a transmembrane protein found on the surface of normal and malignant B-cells, which regu-
lates processes for cell cycle initiation and differentiation (73) and is expressed on over 90% of
B-cell NHLs (74). The administration of Rituxan causes a rapid and sustained depletion of
B-cells. It is believed to act through CDC, ADCC (75), and the induction of apoptosis (76).
Results from a multicenter study (77) showed that 48% of patients with relapsed low-grade or
follicular B-cell NHLs responded to four weekly doses of Rituxan (6% complete response [CR],
42% partial response) with a median duration of response (DR) of 11.2 mo. In another study in
which eight weekly doses were given, the overall response rate (ORR) was 57% (14% CR) (78)

*Indications and clinical data collated from prescribing information for the individual product, avail-
able through the manufacturers’ websites (see Table 1).
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Table 1
FDA-Approved Therapeutic Antibody Drugs

Product Company Construction Target Licensed indication(s)

1. Oncology
Rituxan® IDEC, Chimeric IgG1 CD20 Non-Hodgkin’s

(rituximab) Genentech lymphoma
Zevalin® IDEC Murine IgG1 radio- CD20 Non-Hodgkin’s

(ibritumomab immunoconjugate lymphoma
tiuxetan)

Bexxar® Corixa, Glaxo Murine IgG2b-I-131 CD20 Non-Hodgkin’s
(tositumomab) Smithkline conjugate  lymphoma

Campath® ILEX Humanized IgG1 CD52 B-cell chronic
(alemtuzumab) lymphocytic leukemia

Mylotarg® Wyeth Humanized IgG4 CD33 Relapsed acute
(gemtuzumab calicheamicin myeloid leukemia
ozogamicin) conjugate

Herceptin® Genentech Humanized IgG1 HER2 HER2-positive
(trastuzumab) metastatic breast

cancer
2. Inflammation

Remicade® Centocor, Chimeric IgG1 Tumor necrosis Rheumatoid arthritis
(infliximab) Johnson and factor-α and Crohn’s disease

Johnson
Humira® Abbott Human IgG1 Tumor necrosis Rheumatoid arthritis

(adalimumab) factor-α
Xolair® Genentech, Humanized IgG1 Human IgE Moderate to severe

(omalizumab) Novartis persistent asthma
Raptiva™ Genentech, Humanized IgG1 Leukocyte Psoriasis

(efalizumab) Xoma function antigen-1
3. Organ transplantation

Orthoclone OKT® 3 Ortho Biotech Murine IgG2a CD3 Renal, cardiac and
(murumonab-CD3) hepatic transplant

rejection
Simulect® Novartis Chimeric IgG1 CD25 Renal transplant

(basiliximab) rejection
Zenapax® Roche Humanized IgG1 CD25 Renal transplant

(daclizumab) rejection
4. Viral infection

Synagis® MedImmune Humanized IgG1 Respiratory syncytial Respiratory syncytial
(palivizumab) virus F protein virus infection

5. Cardiology
ReoPro® Centocor, Chimeric Fab Glycoprotein IIb/IIIa Ischemic cardiac

(abciximab)  Eli Lilly receptor complications and
unstable angina

Note: Information compiled from product websites of the relevant manufacturer.

with a median DR of 13.4 mo. This compares favorably with results from single-agent cyto-
toxic chemotherapy. In addition, Rituxan was well tolerated in patients, with the majority of
adverse events being low-grade toxicities. For patients refractory to Rituxan or established
chemotherapeutic regimens, two recently introduced anti-CD20 antibody conjugates were
found to be highly effective. Zevalin® (murine anti-CD20–yttrium-90 conjugate) and Bexxar®
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(murine anti-CD20–iodine-131 conjugate) achieved impressive ORRs of 74% (15% CR) and
63% (29% CR), with median DRs of 6.4 and 25 mo, respectively (79,80). Not only do they
possess cytotoxic effects similar to those from Rituxan, these radioimmunoconjugates also in-
flict cellular damage on target and neighboring cells by emitting ionizing β-radiation.

In addition to murine monoclonal and chimeric antibodies, two humanized antibodies are
also approved for treating hematologic malignancies. Campath® is the first therapeutic human-
ized antibody constructed by CDR grafting (32) and is indicated for the treatment of B-cell chronic
lymphocytic leukemia (B-CLL) in patients who have received alkylating agents and failed
fludarabine therapy (81). It targets the CD52 antigen that is present on all B- and T-lympho-
cytes. It is thought that Campath exerts its cytotoxicity primarily through CDC, which is greatly
enhanced by the large number of CD52 molecules (approx 1 million/cell) and the close proxim-
ity of the antigenic epitope to the cell membrane (82,83). Results from multicenter studies
demonstrated ORRs of up to 33% (2% CR) and median DRs of up to 7 mo for B-CLL patients
who had received chemotherapeutic drugs, including alkylating agents and fludarabine (81).
The efficiency in which Campath depletes T-lymphocytes has also led to recent investigations
into the effectiveness of the antibody as an immunosuppressant in transplant operations (84,85).
Whereas Campath lyses B-CLL by CDC, Mylotarg® kills leukemic blasts via a conjugated
cytotoxic drug. It consists of a humanized anti-CD33 antibody conjugated to the antitumor
antibiotic calicheamicin and is indicated for the treatment of CD33+ AML in the first relapse in
patients over 60 yr of age for whom aggressive cytotoxic regiments are unsuitable. CD33 is
expressed on leukemic blasts in over 80% of patients with acute myeloid leukemia (AML) (86).
Upon binding to CD33, the antibody–calicheamicin conjugate is internalized into the myeloid
cell and the drug is released in the lysosomes. Binding of the drug to the DNA minor groove
follows, leading to DNA double-strand breaks and cell death. Studies to investigate the effec-
tiveness of Mylotarg monotherapy in AML patients in the first relapse demonstrated an ORR
upto 32% (17% CR) and a median DR upto 7.2 mo (86). A pilot study into the effect of Mylotarg
administered with conventional chemotherapeutic drugs (idarubicin and cytarabine) in refrac-
tory AML has also been performed recently with encouraging results (87).

Herceptin®, a humanized antibody developed for the treatment of metastatic breast cancer,
was the first therapeutic antibody approved for treating solid tumors. It targets the extracellular
domain of the HER2 protein, which is overexpressed in 25–30% of primary breast cancers (88)
and generally correlates with poor prognosis and decreased survival (89). HER2, also known as
neu or c-erbB2, is a member of the epidermal growth factor family of tyrosine kinases. It does
not have a natural ligand, but forms heterodimers with other epidermal growth factor receptors
(HER1 [epidermal growth factor receptor, EGFR], HER3 and HER4). Formation of the com-
plex initiates signaling pathways such as PI3 kinase and Ras-MAPK (mitogen activated protein
kinase), which regulate normal cell growth and development (90). HER2 overexpression leads
to self-association of the receptor at the tumor cell surface, resulting in constitutive receptor
activation, uncontrolled cell growth, and tumorigenesis (91). Herceptin appears to halt tumor
growth by downregulating HER2 and interfering with the aberrant signaling for proliferation
(92). Additional cytotoxicity can be achieved through ADCC by mononuclear cells (93). In a
multicenter trial in patients with relapsed and HER2-overexpressing metastatic breast cancer
and who have received one or more chemotherapeutic regimens for metastatic disease,
Herceptin monotherapy achieved an ORR of 14% (2% CR) and a median DR of 9.1 mo after
weekly dosing (94). In another trial in which Herceptin was given with paclitaxel in patients
with metastatic breast cancer who had not received chemotherapy for metastatic disease, patients
receiving Herceptin and paclitaxel achieved a significantly higher therapeutic response than those
receiving paclitaxel alone (ORR 38% vs 15%, p <0.001; median DR 8.3 vs 4.3 mo). The mecha-
nism for the synergism is unclear, although Herceptin was shown to block DNA repair after
cisplatin treatment on breast cancer cells in vitro (95). The role of Herceptin in conjunction
with adjuvant chemotherapy is also being investigated in several trials for early-stage breast
cancer (96,97). Another anti-HER2 antibody currently in phase II clinical trial, 2C4
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(pertuzumab, Omnitarg™), was shown to block HER2 heterodimerization and is more effec-
tive in interfering with growth signaling than Herceptin, especially in tumors expressing low
levels of HER2 (98). A number of studies have been initiated to investigate the role of 2C4 in
the treatment of lung, prostate, and ovarian cancers (97). These findings underscore the impor-
tance of transmembrane signaling as a target for intervention by therapeutic antibodies (99) and
could result in a wider application of anti-HER2 and other anti-EGFR therapies in cancer man-
agement.

3.2. Inflammation

Acute inflammation is a physiologic response to tissue damage. It serves to counteract the
deleterious effects of the causative agent and repair the damaged area. It is characterized by
rapid changes in the local circulation and the mobilization of leukocytes and inflammatory
mediators. Complex interactions occur between the cellular and soluble components in the
affected area, with the goal of eventual resolution of the acute episode. Nevertheless, problems
arise when there is a repeated challenge from the causative agent or an imbalance between the
inflammatory mediators, resulting in chronic inflammation. In addition, when a dysregulated
inflammatory response is directed against a harmless or self-component, allergy, autoimmu-
nity, and long-lasting damage could result. The large number of mediators involved in these
pathological processes provides ample opportunities for antibody-based strategies in therapeu-
tic intervention.

Tumor necrosis factor-α (TNF-α) is a cytokine produced by a wide range of leukocytes,
fibroblasts, and endothelial cells in response to pro-inflammatory stimulation. It exists as both
a transmembrane and a soluble form and induces the production of interleukins, expression of
leukocyte adhesion factors on endothelial cells, production of tissue-degrading enzymes, and
activation of polymorphonuclear leukocytes. High levels of TNF-α have been found in the
joints of rheumatoid arthritis patients and the intestinal mucosa of patients suffering from
Crohn’s disease. Remicade® is a chimeric anti-TNF-α antibody developed for treating
rheumatoid arthritis and Crohn’s disease. It blocks the binding of the transmembrane and
soluble forms of TNF-α to the TNF receptor, thereby reducing the pro-inflammatory effect
of TNF-α. It is also capable of lysing cells expressing the transmembrane form of TNF-α
upon binding (100).

A multicenter trial was performed where the effect of coadministering Remicade and meth-
otrexate (MTX, a disease-modifying antirheumatoid drug [DMARD]) in rheumatoid arthritis
was compared with that of MTX alone in patients who had an inadequate response to MTX
(100). In all dosage schedules, the coadministration of Remicade and MTX consistently
achieved better scores in terms of clinical, radiographic, and physical function responses,
although the use of Remicade without coadministration of MTX is not currently indicated. In
Crohn’s disease, it was shown that a significantly higher proportion of patients achieved a
clinical response 4 wk after receiving a single dose of Remicade compared to placebo
(Remicade ORR 5 mg/kg: 81%; 10 mg/kg: 50%; 20 mg/kg: 64%; placebo: 16%; p <0.001)
(101). Moreover, a subsequent study in which multiple doses of Remicade were given with
monitoring for up to 54 wk also demonstrated the value of eight-weekly maintenance treatment
with Remicade (102). Furthermore, Remicade was shown to be effective in fistulizing Crohn’s
disease (103) and is indicated for reducing the number of enterocutaneous and rectovaginal
fistulas and maintaining fistula closure in such patients. Humira®, the first fully human anti-
body derived from phage display technology and targets TNF-α, has recently been approved
for treating rheumatoid arthritis in patients who had an inadequate response to other DMARDs.
Significant benefits were demonstrated in rheumatoid arthritis patients, with an added advan-
tage being that it is indicated for use as a monotherapy as well as in conjunction with other
DMARDs (104).

Antibodies are also used to treat chronic airway inflammation in allergic asthma. Xolair® is
a humanized anti-IgE antibody approved for moderate to persistent asthma in patients who
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have a confirmed sensitivity to a perennial aeroallergen and are inadequately controlled with
inhaled corticosteroids (105). It blocks the antigen-independent binding of IgE antibodies to
high-affinity IgE receptors (FcεRI) on mast cells and basophils, which, in turn, reduces the
subsequent release of inflammatory mediators that lead to airway inflammation and
bronchospasms (106). Following administration, there are marked decreases (over 10-fold) in
the serum level of free IgE and the number of FcεRI expressed on basophils (twofold to three-
fold), with reduced responsiveness to antigen challenge (107). Results from two clinical trials
indicated that patients who have received Xolair and inhaled beclometasone reported a lower
number of asthmatic exacerbations and fewer symptoms than those who received
beclomethasone alone (105). Recent findings that the administration of Xolair also causes the
downregulation of FcεRI on dendritic cells might suggest a further role of anti-IgE antibodies
in immunomodulation (108).

In addition to antibodies that target soluble inflammatory mediators, an anti-CD11a anti-
body has recently been approved for treating plaque psoriasis. Raptiva® is a humanized anti-
body that binds the CD11a subunit of the leukocyte-function antigen 1 (LFA-1) and is indicated
for chronic moderate to severe plaque psoriasis. Psoriasis is an inflammatory disease of the
skin caused by an inappropriate activation of T-lymphocytes, resulting in rapid skin shedding
and plaque formation. Raptiva blocks the interactions between CD11a, which is present on all
lymphocytes, and the intercellular adhesion molecule 1 (ICAM-1) on antigen-presenting cells
and vascular endothelial cells. This inhibits T-lymphocyte activation, adhesion to endothelial
cells, and migration to the inflamed areas and downregulates the expression of CD11a (109).
Results from a multicenter study show that patients who have received 12-weekly doses of
Raptiva achieved better clinical outcomes than those on placebo (110), including the 75% im-
provement on the psoriasis area and severity index (Raptiva: 27%; placebo: 4%; p <0.001),
dermatological life quality index (47% vs 14%, p <0.001), itching visual analog scale (38% vs –
0.2%, p <0.001), and psoriasis symptom assessment and severity scales. Finally, Remicade, an
anti-TNF-α antibody, has also shown promise in treating psoriasis (reviewed in ref. 111). This
further illustrates the potential of antibodies as effective immunomodulatory agents in the treat-
ment of diverse inflammatory conditions.

3.3. Organ Transplantation

Despite routine tissue-typing procedures to ensure a close fit between organ donors and
recipients, graft rejection still occurs at a high frequency in transplant patients. Because no two
individuals possess identical histocompatibility antigens (except in identical twins), T-lympho-
cytes that recognize non-self tissues are activated and eventually mount an immune response
that result in the rejection of the transplanted tissue. To maximize the likelihood for graft sur-
vival, immunosuppressant drugs such as cyclosporin, azathioprine, and corticosteroids are given
during transplantation procedures and have to be taken for life. As well as small-molecule
agents, three antibody drugs are now available to manage such conditions. They have the abil-
ity to modulate specific components of the immune response and prolong graft survival. Addi-
tional benefits have been demonstrated when some of these antibodies were added to standard
immunosuppressive regimens.

Orthoclone OKT®3 is a murine monoclonal anti-CD3 antibody and the first FDA-approved
monoclonal antibody reagent. CD3 is a membrane protein associated with the human T-cell
receptor. It is closely involved in the signal transduction process of antigen recognition by T-
lymphocytes. Orthoclone reverses graft rejection by binding CD3 and subsequently interfering
with T-lymphocyte function. Daily dosing of Orthoclone in patients who have undergone ca-
daveric renal transplants was shown to result in a higher rate of rejection reversal than high-
dose corticosteroids (94% vs 75%; p=0.009) (112). The 1-yr graft survival rate for the
Orthoclone group was also higher than the corticosteroid group (62% vs 45%; p=0.04),
although the 1- and 2-yr patient survival rates were not significantly different. Anecdotal
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evidence also suggests that Orthoclone is effective in reversing cardiac and hepatic transplant
rejection in patients who do not respond to corticosteroid treatment or where corticosteroids are
contraindicated (113). Whereas CD3 plays a critical role in T-cell receptor function, interleukin-
2 (IL-2), a soluble cytokine produced by T-helper and other cells of the immune system, is
essential in the regulation of the cellular and humoral immune response. It is a key mediator in
the proliferation, development, and function of T- and B-lymphocytes and natural-killer cells.
Simulect® (a chimeric antibody) and Zenapax® (a humanized antibody) are immunosuppres-
sive antibodies that bind the high-affinity interleukin-2 receptors (CD25) on activated T-lym-
phocytes. They block the binding of IL-2 to its receptor, thereby suppressing the cellular
immune response against the newly transplanted tissue. The concurrent use of Simulect or
Zenapax with standard immunosuppressants (ciclosporin, corticosteroids, and/or azathioprine)
as prophylaxis in renal transplant patients was shown to reduce the incidence of acute graft
rejection episodes for up to 12 mo posttransplant (see refs. 114 and 115 for results from the
various trials). In particular, the use of Zenapax in conjunction with ciclosporin and corticoster-
oids resulted in better patient survival for up to 3 yr (115).

3.4. Viral Infection

Respiratory syncytial virus (RSV) infection of the lower respiratory tract is a serious disease
that affects the newborn and young children. It is highly contagious and reported to be a leading
cause for infant hospitalization in the US (116). Those who are born prematurely,
immunocompromised, and with chronic lung disease and congenital heart disease are particu-
larly at risk (117). Synagis® is a humanized anti-RSV F-protein antibody indicated for the
prevention of RSV infections in high-risk infants. Blockade of the F-protein hampers the abil-
ity of the virus to fuse with and infect pulmonary epithelial cells and was shown to reduce RSV
concentration in tracheal isolates of RSV-infected infants (118). Results from a multicenter
study showed that infants with premature birth or bronchopulmonary dysplasia had a relative
reduction of 55% in RSV hospitalizations when they were given five-monthly doses of Synagis
compared to placebo (119). A similar study with infants who have hemodynamically signifi-
cant congenital heart disease showed a relative reduction of 45% with Synagis compared to
placebo (120). These exciting results illustrate the importance of passive immunization with
anti-RSV antibodies in reducing morbidity and mortality in high-risk infants.

3.5. Cardiology

Anticoagulant drugs such as heparin, aspirin, and warfarin are routinely used to prevent the
formation of blood clots implicated in patients at risk of myocardial infarction or stroke.
ReoPro®, a chimeric anti-integrin Fab antibody fragment, has been developed as an adjunct to
heparin and aspirin for percutaneous coronary interventions, such as balloon angioplasty,
atherectomy and stent placement, and unstable angina (121). It inhibits platelet aggregation by
blocking the glycoprotein IIb/IIIa receptors on blood platelets and, hence, the binding of fi-
brinogen and other adhesive molecules. The use of ReoPro with other anticoagulants was clini-
cally evaluated in a series of trials and has demonstrated consistent benefits compared to placebo
in a variety of end points such as death, myocardial infarction, and urgent intervention for
recurrent ischemia (see ref. 122 for a detailed summary of clinical data). The duration of clini-
cal benefits lasted from 30 d up to 3 yr, making ReoPro a valuable adjunct to other anticoagu-
lant drugs to maintain vascularization and improve the quality of life in these patients.
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Karyotyping

Avery A. Sandberg, John F. Stone, and Zhong Chen

1. Introduction
For historical background regarding karyotyping, chromosome nomenclature, and further

details for some of the methodologies presented in this chapter, the reader might wish to con-
sult a number of publications (1–5). Karyotyping is a process by which individual chromo-
somes are identified by a number of methodologies and then arranged accordingly into the 22
pairs of autosomes and the two sex chromosomes (X and Y) characteristic of the human ge-
nome (see Fig. 1) (3,4,6,7).

Establishment of a detailed karyotype requires metaphase cells and, hence, dividing cells in
sufficient number. In some cells and tissues (e.g., bone marrow and some tumors), the mitotic
rate is sufficiently high as not to require culturing for karyotypic (chromosomal, cytogenetic)
preparations and analyses (8). Generally, culturing has to be performed to accomplish reliable
karyotyping in materials with a low mitotic index, including blood cells (lymphocytes), most
tumors, and skin (fibroblasts). The conditions of such culturing might differ from preparation
to preparation and some information on this area is supplied within the sections of this chapter.

In addition to cell or tissue culture, for karyotyping to be optimal requires arrest of dividing
cells in metaphase and this is usually accomplished with Colcemid (or colchicine), followed by
the swelling of the cells after exposure to hypotonic solutions for spreading of the chromo-
somes to allow the recognition of individual chromosomes. The development of all three of the
above prerequisites for optimal karyotyping (i.e., culture, metaphase arrest, and hypotonic treat-
ment) ultimately led to the establishment of the correct number of chromosomes in the human
as 46 by Tjio and Levan in 1956 (9). The recognition of individual stained chromosomes for the
next 15 yr relied essentially on their size, location of the centromere, and the presence of satel-
lites on some chromosomes. These criteria did not always reliably differentiate chromosomes,
particularly those of nearly identical size and centromere location and were particularly inad-
equate in the identification of some translocations and marker (abnormal) chromosomes. Nev-
ertheless, even with these shortcomings, remarkable advances in human cytogenetics were made
during the nearly decade and a half following the description of the correct number of chromo-
somes in the human.

A major advance in karyotyping was the introduction of banding of chromosomes in 1970
(10,11). This approach afforded not only the accurate recognition of individual chromosomes
based on their unique banding patterns but also of minor structural changes and the breakpoints
within chromosomes, especially those involved in translocations. Banding also made possible
the deciphering of the origin of some marker chromosomes, although often the origin of such
markers remained unknown (12).
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Fig. 1. G-banded normal male karyotype with 46 chromosomes (22 pairs of autosomes and
X and Y sex chromosomes). Each chromosome is characterized by a unique banding pattern
affording its ready recognition. Deviations from the karyotype shown in this figure, be they
numerical or structural, indicate genetic abnormalities, usually of a serious nature. For more
details regarding the human karyotype and its changes in various diseases and states, the reader
should consult sources listed in refs. 1–7.

The development of fluorescence in situ hybridization (FISH) techniques was the next
important advance in karyotyping (13), particularly in the recognition of subtle changes not
evident by conventional cytogenetic methods, the origin of marker chromosomes, and masked
structural anomalies such as translocations, inversions, and insertions. A major advantage of
FISH was its usefulness in establishing some changes in interphase nuclei in archival tissues
and preparations. A refinement of FISH is its application in spectral karyotyping (SKY) (14)
and multifluor or multiple-color FISH (M-FISH) (15) techniques, which are especially useful
in the recognition of karyotypic changes in the total chromosome set.

Other methodologies (i.e., comparative genomic hybridization [CGH] and microarrays) not
related to karyotyping will be taken up in this chapter because they can be utilized for the
establishment of genetic changes not recognized by the above-mentioned techniques.

2. Cytogenetic Analysis of Constitutional Disorders
Any cells or tissues that yield dividing cells in tissue culture can be utilized to establish the

constitutional chromosome complement of an individual. The common sources of cells or tis-
sues are peripheral blood (PB), skin biopsy, neonatal bone marrow, amniotic fluid, chorionic
villi, and products of conception. With the exception of bone marrow (BM), each needs to be
cultured for varying periods of time to obtain sufficient metaphases for analysis.
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2.1.Neonatal Bone Marrow

Neonatal BM analysis is utilized in severely distressed infants with multiple congenital
anomalies in order to obtain a rapid assay of aneuploidy and easily discernable structural chro-
mosomal rearrangements; such observations can be made within 24 h. BM aspirate is placed
into culture medium in the presence of Colcemid for a period of 30–90 min, after which it is
exposed to a hypotonic solution and fixative as described below. The resulting metaphases are
generally short and of low band resolution, hence a phytohemagglutinin (PHA)-stimulated PB
sample is usually processed simultaneously (see Subheading 2.2.).

2.2. PHA-stimulated Peripheral Blood

Phytohemagglutinin-stimulated PB cultures provide the most reliable and highest-resolu-
tion cytogenetic preparations of any of the available tissues. It is utilized for the diagnosis of
chromosomal abnormalities in newborns with anomalies, couples with recurrent miscarriages,
infertility, and parents of fetuses with structural chromosome abnormalities as ascertained in
prenatal diagnosis. In addition, high-resolution banding can distinguish subtle chromosomal
rearrangements in individuals with mild malformations, certain seizure disorders, and mental
retardation. These analyses have been greatly aided by FISH (see Subheading 5.) using probes
specific to loci known to be associated with a disorder in question. Additionally, probes for
subtelomeric sequences of individual chromosome arms have proved useful in demonstrating
subtle deletions and translocations associated with some disorders.

Peripheral blood is collected in sodium heparin tubes, and 0.25–0.5 mL is inoculated into
5 mL of RPMI medium containing 15–20% fetal bovine serum (FBS) and PHA. PHA stimu-
lation results in a parasynchronous wave of cell division at 72 h and again at 96 h, after which
mitotic activity rapidly declines (16,17). Consequently, cells are harvested for analysis on the
third or fourth day after culture inoculation. Cultures from newborns can be harvested at 48 h to
obtain a preliminary result, but resolution is generally low, and a follow-up 72-h culture is
usually needed to complete the analysis. Cells are exposed to Colcemid for 30–60 min, fol-
lowed by hypotonic treatment and fixation as described below. At least 20 metaphases are
analyzed from which at least four photographic or digital images are obtained, and two of these
are karyotyped. In cases where mosaicism (the presence of two or more cell lines) is suspected,
50 or 100 metaphases might have to be analyzed.

Whereas the above technique generally yields metaphases of 450–550 bands per haploid
complement, high-resolution techniques can yield 650–750 or more bands (18). High-resolu-
tion banding is achieved by arresting cells in late S-phase with methotrexate. Because the PHA
stimulation produces parasynchronous entry into the cell cycle by T-lymphocytes, a fair num-
ber of cells can be delayed in late S-phase by treatment with methotrexate beginning on the
afternoon of the second day after inoculation. Seventeen to 18 h later, on the following morn-
ing, the methotrexate block is counteracted by the addition of thymidine. Four to 5 h later,
Colcemid is added, usually at reduced concentration, for 10–15 min. The shortened Colcemid
time and concentration produce less chromosome contraction, resulting in more bands being
visible (higher resolution). DNA intercalating agents, such as ethidium bromide or actinomy-
cin D, can be added 1 h before harvest to further lengthen the chromosomes.

2.2.1. Procedure for Cytogenetic Analysis of Peripheral Blood Lymphocytes

For a more extensive survey of cytogenetic protocols, see ref. 19. Thus, detailed informa-
tion on the various reagents, working solutions, specimen handling, procedures for cell culture
and harvesting (including a procedure for high-resolution chromosome study), chromosome
slide preparation, and staining can also be found in ref. 19. Here, only some details regarding
key steps in these procedures used in our laboratory will be mentioned. We use RPMI 1640
medium, PHA-M (Difco) to stimulate lymphocyte growth, a working 2.5 × 10–5 M solution of
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amethopterin (methotrexate) to delay cells in late S-phase, a working ethidium bromide solu-
tion (2 mg/mL) to enhance lengthening of the chromosomes, and a 0.075 M solution of potas-
sium chloride for swelling of cells.

2.3. Prenatal Diagnosis

Prenatal diagnosis of cytogenetic disorders can be achieved through the culture of cells from
the amniotic fluid or the chorionic villi. For early results, amniotic fluid is generally obtained at
14–16 wk of gestation, but successful cultures can be established up to term. Optimally, 20 mL
or more of amniotic fluid is aseptically obtained in two centrifuge tubes and is centrifuged and
resuspended in approx 0.5 mL of culture medium. The contents of each tube is then distributed
to two or three 35-mm tissue culture dishes containing a 22-mm2 glass cover slip. After over-
night incubation, the dishes are gently flooded with 1.5–2.0 mL of medium. After 5–7 d, visible
colonies arising from the attachment of single cells usually yield sufficient and adequate
metaphases for analysis. Colcemid is then added for 30–60 min or overnight at reduced concen-
tration with 5-bromo-2'-deoxyuridine (BrdU), which inhibits chromosome condensation. The
medium is gently removed and replaced with a hypotonic solution followed by fixation directly
on the cover slip (in situ) (20,21). The resulting preparation has the metaphases within the
colonies in which they arose, helping to distinguish in vitro artifact from true mosaicism; that
is, a true fetal mosaic will have every metaphase in a given colony with an abnormality (as it
was present when the sample was taken), whereas an artifact will have a single or a few cells
with an abnormality (as it arose after culturing the cells).

2.3.1. Procedure for Cytogenetic Analysis of Amniotic Fluid

For detailed information regarding this procedure, see ref. 19. In our laboratory, we use
MEMα medium with ribonucleosides and deoxyribonucleosides for culturing amniotic fluid
cells. For same-day harvest, we use 1 drop of Colcemid (5 µg/mL) for cell arrest and 1 drop of
0.8 µg/mL Colcemid for next-day harvest.

2.4. Chorionic Villus Sampling

One drawback to the analysis of amniotic fluid cells for prenatal diagnosis is the require-
ment to wait until 14–16 wk of gestation to have a sufficient number of fetal cells for successful
culturing. Because this is well into the second trimester of pregnancy, patients report consider-
able anxiety during the interval between amniocentesis and final reporting. An alternative ap-
proach is chorionic villus sampling (CVS), in which the chorionic villi, which are of fetal
origin, are sampled at 8–10 wk gestation. At this stage, the cells of villi are actively dividing
and have not yet fused with the amnion and, thus, are accessible for biopsy (22). Direct prepara-
tions (i.e., without tissue culture) can be made, but they are generally of low quality. Cultured
CVS samples produce high-quality metaphases comparable to those from amniotic fluid cultures.

2.4.1. Procedure for Cytogenetic Analysis of CVS

The procedure for CVS analysis is essentially as that for amniotic fluid cells (19). If DNA
studies are contemplated, check with the laboratory performing the test to determine if sodium
heparin is appropriate to be included in the collection medium.

2.5. Products of Conception

Chromosome abnormalities occur in just under half of spontaneous abortions. Of these, 49%
are trisomies for one of the autosomes, 19% are 45,X, 17% are triploid, 6% are tetraploid, 3% are
structural abnormalities, 2% are mosaic trisomies, and the rest are of various other types (23).

Products of conception arrive in the laboratory in various conditions depending on the inter-
val between demise of the fetus and the time of the actual miscarriage. In general, fetuses that
have had abortion induced are more successfully grown than are those which have been aborted
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spontaneously, because of the shorter interval from demise to arrival in the laboratory. Success
rates vary from approx 50% to 80% or more depending on the makeup of the specimens.

2.5.1. Procedure for Cytogenetic Analysis of Products of Conception

For details regarding this procedure, see ref. 19. In addition to penicillin–streptomycin (2%)
used for amniotic fluid cells and CVS analysis, fungizone and gentamicin sulfate are added to
the culture medium for products of conception (POCs).

3. Cytogenetic Analysis of Hematological Disorders
The establishment of karyotypes in hematological disorders, primarily the leukemias and

lymphomas, must be based on the examination of the involved cells or tissues. Thus, in the case
of the leukemias, BM aspirations yield optimal results in the preponderant number of patients,
whereas in the lymphomas, affected tissues, usually lymph nodes, are the best source of cells
carrying cytogenetic anomalies (24). In some situations, blood cells can be utilized as a source
of metaphases affected by karyotypic changes, e.g., in cases with about 10% immature cells in
the PB, in chronic lymphocytic leukemia, in cases where the marrow is fibrotic or extremely
hypocellular, or in determining the presence of Ph+ cells in chronic myelocytic leukemia
(1,25,26).

As mentioned above, a significant number of dividing cells, and hence metaphases, are usu-
ally present in the BM for cytogenetic analysis without having to resort to culture or lengthy
incubation. However, in some leukemias, the number of dividing cells (especially the leukemic
ones) is very low, and, hence, incubation of the marrow specimen for a number of days (2–5 d)
might be necessary to generate a sufficient number of metaphases for cytogenetic study (27,28).

In cases where cytogenetic analysis reveals only abnormal metaphases, especially those with
a balanced translocation, it might be necessary to rule out a constitutional anomaly. This is best
established through the cytogenetic examination of PHA-stimulated lymphocytes of PB.

A number of mitogenic agents capable of stimulating lymphoid or, less frequently, myeloid
cells have been introduced over the years. Outstanding among these has been PHA which is
capable of stimulating the growth and division of lymphocytes of T-cell origin. However, PHA
is not routinely added to BM or PB cultures in acute leukemias because PHA might interfere
with the evaluation of spontaneously dividing malignant cells.

The quality of chromosome preparations has been significantly improved with some new
techniques, such as the use of amethopterin for cell synchronization, the use of short exposures
to mitosis-arresting agents, the use of DNA-binding agents to elongate chromosomes (29,30),
improved staining procedures, and the use of conditioned culture medium containing hemato-
poietic growth factors—that is, GCT (giant cell tumor)-conditioned medium primarily for
myeloid disorders (30,31) and PHA/IL-2 (interleukin-2) for both B- or T-cell lymphoid dis-
eases (32–35).

The rate of successful cytogenetic analysis varies with the specific type of disease and is
related to the adjustment of variables in each laboratory, such as serum concentration, medium
pH, and cell concentration.

3.1. Specimens

1. Blood marrow aspirate or biopsy. One to 3 mL of BM should be aseptically aspirated into a
sodium-heparinized syringe and transferred to a sterile sodium vacutainer tube. Do not freeze
the specimen. Also, cell viability drops off sharply by 72 h after collection. If a marrow aspi-
rate cannot be achieved, a BM biopsy can be used for cytogenetic analysis.

2. Peripheral blood cells. Five to 10 mL of PB should be aseptically collected and transferred,
transported, and preserved in the same way as for a BM specimen.

3. Lymph node and spleen materials. Lymph node and spleen biopsies or samples should be
collected aseptically and transferred to a sterile sodium vacutainer tube containing culture
medium (RPMI 1640 + 5–10% FCS + 1% penicillin/streptomycin). The specimen should be
transported and preserved in the same manner as for the BM specimen.
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3.2. Enumeration of Cells

Establish white blood cell count (WBC) using a Coulter counter. Determine the amount of
sample per culture. Optimum concentration is 10 × 106 cells/10 mL culture.

To get an estimate of hypocellularity, hypercellularity or average cellularity, an estimate can
be obtained by using the thin part of the smear. A low, average, increased, or high WBC would
be reflected as approx 40, 100, 200, and 400 white cells/microscopic field. Based on these
estimates, the amount of sample to be added to each slide can be derived, as follows:

WBC (K) Quick differential Amount (mL)

<2 Low 1.0
4–10 Average 0.5

20 Increased 0.25
>40 High 0.1

3.3. Culture

Set up the specimen, according to the amount, with specimen volume adjusted so that the
final concentration of white blood cells is approx 1 × 106 mL. All cultures can be set up in T-25
flasks. Cultures of BM or blood cells are set up for 24 h overnight, 48 h, and a backup culture.
For lymphoid disorders 72-h PHA/IL-2 cultures can be set up. For all other details (reagents,
biological, solutions, specimen handling, culture and harvest, slide preparation and chromo-
some staining) see ref. 19.

3.4. Analysis

1. In general, a minimum of 20 cells must be counted and analyzed for each case, such that a
rearrangement affecting one band of any chromosome can be detected in any given cell.

2. When possible, select cells with at least 300-band resolution and few overlaps.
3. Determination must be made whether one or more clones exist. A clone is defined as two or

more cells having the same rearrangements or additional chromosomes, or three cells with the
same monosomy (36). However, one cell with a normal karyotype is considered adequate
evidence to indicate the presence of a normal cell line.

3.5. Technical Troubleshooting

1. Clots can form in the specimen or culture (particularly of BM) because of inadequate heparin,
breakdown of heparin, or abnormalities in the clotting mechanism of the patient. These clots
can be broken up by aspiration through a needle or pipet and/or minced. Clots can trap cells
and interfere with the harvesting procedure.

2. Cell clumps can form during harvest because of failure to resuspend pellet thoroughly prior to
fixation, failure to mix cell suspension while adding fixative, or abundance of erythrocytes.
The formation of these clumps can be prevented by resuspending the pellet thoroughly after
hypotonic treatment. Add up to 1 mL of fixative dropwise while gently tapping the tube. For
tubes containing a large proportion of erythrocytes, bring the volume of fixative to 10–15 mL
immediately. It might be necessary to mix the cell suspension gently with a Pasteur pipet or to
split the sample into two tubes, which can be combined after one to two changes of fixative.

3. Poor spreading of metaphase cells and the presence of cytoplasm often occur during prepara-
tion because of poor fixation and/or poor swelling of cells during hypotonic treatment. To
overcome these problems, the following should be performed by repeating fixation three to
four more times, increasing glacial acetic acid concentration up to 50%, dropping the cell
suspension from a greater height, increasing the angle at which the slide is held, and increasing
the humidity when slides are drying. An increase in humidity can result in poor fixation.

4. Poor G-bands can be a clue to the presence of cytoplasm, age of slides, or high humidity. The
banding results can be improved by increasing the time in peroxide and/or trypsin, preparing
fresh slides to improve the quality of metaphase spreads (slides older than 1 mo could yield



Karoytping 453

inconsistent results). The trypsin treatment might need to be lengthened, and placing slides in
a drying oven or on a slide warmer (60°C) for several hours (perform banding immediately
after removal).

5. Bone marrow might be a difficult specimen from which to obtain good material for analysis. In
general, the more malignant the cells, the poorer the quality of chromosome preparations. It is
important that the poor quality cells are not skipped over in favor of the “prettier” cells, as this
could bias the results.

6. With occasional specimens, because of the patient’s disease process, there might not be any or
enough mitotic cells to analyze. This fact, in itself, can be informative to the physician.

4. Chromosome Abnormalities in Solid Tumors
Detailed methodologies for the examination of chromosomes in various solid tumors can be

found in the literature (1,2,10,37–39).
The pathologist and tumor pathology play a key role in tumor cytogenetics. The pathologist

is often responsible for the handling, selection, and disposition of the tissue samples for cytoge-
netic analysis. These are crucial steps, as the tissue submitted for cytogenetic analysis must be
viable, representative of the tumor, and not fixed. Furthermore, the correct diagnosis and pre-
cise histologic definition of the tumor is even more crucial because they serve as a basis for
correlating cytogenetic events with specific tumor types. Without the cooperation and collabo-
ration of the pathologist, it is not possible to more fully and usefully understand and apply the
cytogenetic data characterizing various tumors.

Many tumors, particularly benign ones, have a low proliferative index, necessitating cell
culture that might be unsuccessful or might led to overgrowth by normal stromal cells such as
fibroblasts (1). Extensive necrosis or contamination by a coexistent infection can result in a low
yield of sufficient metaphases for analysis. A host of chromosomal aberrations are frequently
seen in solid tumors, particularly adenocarcinomas, making it difficult to discern the primary
abnormality (40). At present, it is usually impossible to obtain successful chromosome prepa-
rations from every tumor studied. The yield depends on the source of the tumor (e.g., solid
tumor vs effusion), the site of the tumor, and a number of other parameters. Adequate banding
might be a difficult chore in some tumors because of the condensed and fuzzy nature of the
chromosomes. Despite these obstacles encountered with the karyotypic evaluation of solid
tumors, refinements in cytogenetic techniques (e.g., FISH and SKY) have led to an increasing
number of informative studies.

Tumor tissue can be transported in a small amount (i.e., 5–10 mL) of sterile saline solution
or phosphate-buffered saline (PBS) in a sterile container suitable for transfer. For those speci-
mens whose transport requires a greater length of time (i.e., 5–48 h), medium containing serum
is preferable. RPMI-1640 medium supplemented with fetal calf serum (FCS) and antibiotics
has often been used (41). L-15 medium can also serve as a transport medium (42).

Specimens are prepared for culture by disaggregation techniques, which include mechanical
and/or enzymatic processes. Enzymatic disaggregation procedures with collagenase II and
DNase I are preferred over the mechanical method of mincing the tumor with scissors or scal-
pel or digestion by trypsin. The former methods yield a larger number of viable cells and the
quality of banding is superior. In addition, excellent results can frequently be obtained with
long-term (i.e., 16 h to 6 d) incubation with these enzymes (1,38).

Some tumors are more difficult to culture than others, with prostatic and lung cancers being
among the most difficult (43,44). An improved technique for short-term culturing of human
prostate adenocarcinoma and its cytogenetic analysis has been described (44). The method is
based on (1) prolonged mild collagenase treatment, (2) careful washing and repeated centrifu-
gation and sedimentation of the disaggregated material to isolate viable prostatic epithelial
cells, (3) short-term culture on collagen R-coated (Serva, Heidelberg, Germany) chamber slides
with PFMR-4 medium (SBL, Stockholm, Sweden) supplemented with mitogenic factors, and
(4) daily inspection of the cultured cells to determine the optimal time for harvesting.
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Another type of tumor difficult to culture and analyze cytogenetically is transitional cell
carcinoma of the bladder. A method that allows routine cytogenetic analysis of small cysto-
scopic biopsies from urothelial tumors has been described (45). This method is based on pro-
longed mild collagenase treatment, a 12- to 16-h culture, and harvesting procedures adapted to
yield maximal metaphase recovery.

The use of phorbol-12,13-dibutyrate as a mitogen appears to be useful in the cytogenetic
analysis of colon tumors (46). This compound, alone or in combination with other agents (e.g.,
calcium ionophore A23187), can be applicable to many other tumors that are difficult to karyo-
type because of the dearth of mitoses.

Cell culture synchronization is a method frequently used in combination with standard tech-
niques. The general opinion holds that synchronization of cells in culture should increase the
number of metaphases suitable for cytogenetic analysis. The method most widely used to date
is that of methotrexate (MTX) block and thymidine release (47).

The processing of the cultured cells for karyotyping follows essentially the steps described
in the preceding sections of this chapter.

5. Fluorescence In Situ Hybridization
Cytogenetic analysis is sometimes not sufficient to detect chromosomal changes, a major

reason being that it can be performed only on dividing cells. Another drawback is the limitation
of cytogenetic methods in cases in which the abnormality is masked, subtle, or not visible with
a conventional optical microscope. A case in point is t(12;21)(p12;q22), a not uncommon
anomaly in acute lymphoblastic leukemia.

In situ hybridization was originally performed with isotopically labeled probes and subse-
quent autoradiological detection of specific DNA and RNA sequences in metaphase chromo-
somes and interphase nuclei (48). A much-applied modification of this technique uses
nonradioactive probes detectable with a fluorescent microscope and is, therefore, termed “fluo-
rescence in situ hybridization” (FISH) (13). This technique is of value in the detection of spe-
cific sequences, including small unique base sequences, not only in interphase nuclei or
metaphase cells but also applied in fixed and paraffin-embedded tissues (49).

The possibility of investigating numerical and structural karyotypic changes in archival
materials, such as paraffin-embedded tissues, allows for retrospective studies and the simulta-
neous characterization of tumor cells from the surrounding stromal cells (49).

The detection of structural abnormalities can be achieved with FISH in interphase or
metaphase cells. As structural rearrangements could involve the short and/or long arms of chro-
mosomes, selective staining of a specific location or region, or of the entire chromosome, is
often necessary. Visualization of entire chromosomes is performed by using “chromosome-
painting” probes. This approach is useful in the detection of specific translocations known to
characterize a specific disorder. Unique (cosmid) sequence probes spanning a translocation
breakpoint can be used to localize specific breakpoints. This is particularly useful when cyto-
genetic analysis is equivocal (50–52). These probes can be labeled with different fluorochromes
so that in normal diploid cells there are two separate signals for each chromosome pair. In cells
with a translocation, two of the normal homologs show separate signals, whereas the flanking
sequences are brought together, resulting in a double fluorescent spot (53).

In the determination of aneuploidy, as well as structural abnormalities, an important advan-
tage of FISH is the ability to visualize multiple targets simultaneously. Using different combi-
nations of probes labeled with biotin, digoxigenin, or dinitrophenol, and antibodies labeled
with different fluorochromes, such as fluorescein (green), rhodamine or Texas red (red), and
AMCA or Cascade blue (blue), three separate chromosomal sequences can be distinguished
concurrently (54). The sensitivity of FISH is also useful in the detection of gene amplification,
such as ERB-B2, MYCI, INT-2, and N-RAS, small chromosomal deletions, and duplications
(55). Notations for various FISH methodologies utilize aberrations that might be helpful to
the reader (i.e., DC- or D-FISH [dual-color FISH], R×FISH [cross-species color banding
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FISH], I-FISH [interphase FISH], BAC-FISH [bacterial artificial chromosomes FISH], YAC-
FISH [yeast artificial chromosomes FISH], specific-sequences or cosmid FISH and armsFISH
[combined multicolor {M-FISH} with chromosome arm-specific FISH]) (56).

For details of FISH methodologies, the reader can consult the publications of Sandberg and
Chen (49) and Blancato and Haddad (57).

6. Spectral Karyotyping and M-FISH
A molecular cytogenetic technique, termed spectral karyotyping (SKY), has been developed

to complement CGH, FISH, and conventional cytogenetics in karyotype analysis (58,59). SKY
permits the simultaneous visualization of all human chromosomes, with each chromosome
appearing in a different color. This method combines the karyotype screening ability of CGH
with the ability of FISH to identify structural and numerical aberrations that might not affect
copy number. The chromosome-specific probes are generated from flow-sorted analysis (60)
or microdissected (61) chromosomes. Each chromosome-specific set of probes is labeled with
either a single fluorochrome or a unique combination of two to three fluorochromes (58). By
using a total of five fluorochromes, a pool of 24 (representing 22 autosomes and 2 sex chromo-
somes) uniquely labeled DNA probes can be generated, each producing a distinct color. This
probe pool is subsequently hybridized to metaphase chromosome spreads.

The hybridization is visualized using spectral imaging, which combines epifluorescence
microscopy, CCD (cooled charge-coupled device) imaging, and Fourier spectroscopy to mea-
sure the entire fluorescence spectrum emitted by each chromosome analysis (62,63). Because
of the unique fluorochrome combinations used for labeling, each chromosome appears to be
“painted” a different color, depending on the fluorochrome or multifluorochrome combination
with which it was labeled. The imaging technique allows for the simultaneous detection and
visualization of all of the chromosomes on the metaphase spread. The resulting spectral karyo-
type represents each chromosome in a different color and is, therefore, easily interpreted.

Spectral karyotyping permits the identification of abnormalities that are too subtle to detect
by traditional chromosome-banding techniques. Tumors often possess numerous chromosomal
abnormalities that are difficult to characterize with conventional techniques (such aberrant chro-
mosomes are termed “marker” or “derivative” chromosomes). SKY has been shown to identify
complex rearrangements and allows for a determination of the origins of virtually all aberrant
chromosomes (64). SKY can also be used in conjunction with conventional banding techniques
to characterize other chromosomal structures (such as double minutes and homogeneously stain-
ing regions), as well as to determine breakpoint regions more accurately (63,64).

Another technique (multifluor or multiflex-FISH) for visually discerning all human chro-
mosomes in distinct colors is M-FISH (15). In contrast to SKY, this technique utilizes conven-
tional filter technology and requires sequential exposures of the hybridized chromosomes with
six optimal filters to obtain a “color karyotype.” Whereas SKY allows for a one-step image
acquisition, this technique requires multiple images to be acquired for visualization of all chro-
mosomes.

Although SKY and M-FISH are effective in detecting chromosomal aberrations (e.g., trans-
locations, insertions) and characterizing overall chromosomal structure, these methods do not
reliably detect small chromosomal gains and deletions or pericentric and paracentric inver-
sions. Thus, SKY and M-FISH, although powerful adjuvants to conventional cytogenetics and
CGH, can be viewed as another important form of karyotype analysis that should be used in
conjunction with banding-based analyses and CGH to enhance information about chromosomal
structure and aberrations (58,64). Although the painting probes utilized for SKY and M-FISH
are commercially available, the techniques are relatively expensive and require specialized
equipment and, hence, are not used for routine cytogenetic analysis.

For further details regarding SKY and M-FISH methodologies and their application, the
reader should consult the publications of Hilgenfeld et al. (14), Green et al. (65), and Bayani
and Squires (66).



456 Sandberg, Stone, and Chen

7. Comparative Genomic Hybridization
Comparative genomic hybridization (CGH) is a molecular cytogenetic assay that screens for

DNA copy-number changes within a complete genomic complement and maps these changes
onto normal chromosomes (65,67). The technique is based on the simultaneous hybridization of
differentially labeled total genomic, leukemic, or tumor (including formalin-fixed, paraffin-em-
bedded tissue) (68) DNA and normal reference DNA onto normal human metaphase chromo-
somes. CGH does not require culturing of leukemic or tumor cells (only DNA is needed). They are
depicted in karyograms, which indicate regions of tumor-specific DNA gains and losses (65).

Comparative genomic hybridization utilizes quantitative two-color fluorescent in situ sup-
pression hybridization. Total genomic DNA is isolated from a cellular or tumor specimen (test
DNA) and from the cells of an individual with a normal karyotype or from the normal tissue
(reference DNA) (see Fig. 2).

Quantitative measurements of fluorescence intensities are made by digital image analysis
using fluorescence microscopy with a cooled CCD camera, specific optical filters, and special-
ized computer software (68–70). Following image acquisition, fluorescence ratio profiles are
calculated along the axis of each chromosome. Average ratio profile calculations are based on
the analysis of at least five metaphase spreads per tumor (see Fig. 2).

An advantage of CGH is the need for small amounts of tumor DNA (less than 1 µg). Modi-
fied methods for extracting and labeling DNA for CGH analysis of formalin-fixed, paraffin-
embedded tissues are available (71–73). Using a universal DNA-amplification technique,
termed “degenerate oligonucleotide primed PCR” (DOP-PCR) (60,74), as few as 2000 cells
from a formalin-fixed, paraffin-embedded tumor are required, representing a tumor size of less
than 1 mm3 (68). Such a small amount of material can be easily obtained from almost any
routine tissue section. Concordance between CGH analyses performed on matched fresh and
formalin-fixed tissue samples is high (95%) (73). In addition, 70–90% of all archived, forma-
lin-fixed material (including very old samples and tissues derived from autopsies) has been
found to be suitable for CGH analysis (73), reiterating the great utility of this technique for
retrospective genome analysis.

Chromosomal mapping by CGH can direct gene identification efforts to specific regions of
the genome. The analysis of breast cancers, for instance, has revealed a number of previously
undetected amplification sites on 17q and 20q (75), amplification of the short arm of the X
chromosome in therapy-resistant prostate cancer, and gain of 3q in invasive cervical cancer.

Comparisons of CGH with chromosome-banding analyses (76) as well as confirmatory FISH
experiments (77) have demonstrated the accuracy of this technique in identifying gains and
losses in tumor DNA. The ability of CGH to detect small regions of DNA gain or loss is limited
primarily by the degree of condensation of the metaphase chromosomes (the more condensed
the chromosomes, the lower the resolution) and the magnitude of the copy-number changes.
The resolution limit for low-level copy-number changes (loss or gain of a single copy) is esti-
mated to be in the range of 10–20 million basepairs (78). The smallest detectable deletion is
thought to be in the range of approx 3–5 million basepairs (78). In addition, CGH only detects
copy-number changes relative to the average copy number in the entire tumor (e.g., diploid
tumors cannot be distinguished from triploid or tetraploid tumors).

An important limitation of CGH is its inability to detect balanced or subtle genetic aberra-
tions that fail to produce copy-number changes (such as inversions and balanced transloca-
tions). Furthermore, CGH results reflect an average of the most common aberrations found in a
tumor population and can reliably detect a chromosome gain or loss only if present in greater
than 50% of the cells analyzed (68). This is an important point when analyzing tumors that are
intermixed with an abundant population of normal reactive and/or stromal cells or those having
a great deal of clonal heterogeneity or genetic diversity.



Karoytping 457

Fig. 2. Schematic diagram outlining the CGH technique (65). (A) Test and reference DNAs
are differentially labeled with fluorochromosomes (e.g., test DNA [closed circles] and refer-
ence DNA [open circles]) and (B) hybridized to normal metaphase chromosome spreads. (C)
Fluorescence microscopy is used to generate a ratio image, which displays the differences in
fluorescence intensities along the length of each chromosome, with green staining (depicted in
black) indicative of tumor gain(s) and red staining (depicted in white) indicative of tumor
loss(es). The areas depicted in gray represent regions of the chromosome that do not have copy-
number changes (“normal” regions). (D) Fluorescence ratio profiles are calculated along the
axis of each chromosome, indicative of copy-number changes in the test DNA relative to the
reference DNA. A ratio of 1.0 indicates that there are no copy-number changes (e.g., a “nor-
mal” region of the chromosome), whereas ratios of 0.75 or less indicate a loss of DNA and
ratios of 1.25 or greater indicate DNA gains at the corresponding location along the chromo-
some axis. Ratios of 2.0 or greater indicate the presence of a high-level DNA amplification.
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8. Expression Profiling of Genes of Human Cells and Tumors
Expression profiling refers to the process of determining the expression of thousands of

genes simultaneously in a cellular or tissue sample (79). The resulting patterns of gene expres-
sion reflect the molecular basis of the sample phenotype. There are two main methods of
expression profiling: hybridization based (DNA microarrays) and sequencing based (oligo-
nucleotide microarrays). Microarray technology depends on the ability of two strands of nucleic
acid, RNA or DNA, to bind to one another when they have a complementary sequence of bases;
for example, one strand of DNA with the sequence ACTGG will hybridize to a strand that
carries that antiparallel sequence TGACC, but not to other sequences. In DNA microarrays,
RNA is extracted from the sample, converted to cDNA using reverse transcriptase, and hybrid-
ized to a DNA microarray (79). DNA microarray-based gene expression profiling relies on
nucleic acid hybridization and the use of nucleic acid polymers, immobilized on a solid surface
(Nylon membranes, nitrocellulose filters, glass slides, or synthetic chips), as probes for comple-
mentary gene sequences (80).

In oligonucleotide microarrays, probes for different genes can be deposited or synthesized
directly on the surface of a silicon wafer in a patterned manner. Oligonucleotides offer greater
specificity than cDNAs because they can be tailored to minimize chances of cross-hybridiza-
tion, and sequences of up to 60 nucleotides in size in place of full-length cDNAs have been
used effectively. Major advantages of this approach include uniformity of probe length and the
ability to discern splice variants. Another advantage particular to the commonly used
Affymetrix GeneChip system (Affymetrix, Santa Clara, CA) is the ability to recover samples
after hybridization to a chip. This allows for a single biologic sample to be sequentially hybrid-
ized to multiple arrays, a considerable advantage when dealing with limited biologic material.

The hybridization of a test sample to an array can be detected in one or two ways. cDNA
microarrays are commonly queried simultaneously with cDNAs derived from experimental
and reference RNA samples that have been differentially labeled with two fluorophores to
allow for the quantification of differential gene expression, and expression values are reported
as ratios between two fluorescent values. Alternatively, the Affymetrix oligonucleotide system
uses a single-color fluorescent label, where experimental mRNA is enzymatically amplified,
biotin labeled for detection, hybridized to the wafer, and detected through the binding of a
fluorescent compound (streptavidin–phycoerythrin).

9. Array-Based CGH
The clinical application of CGH has been hampered by several factors, including time-con-

suming procedures, resolution of the CCD camera, and sensitivity in detecting loss of fine
chromosomal regions.

Array-based CGH is similar to pre-existing chromosomal CGH protocols but uses large-
insert DNA clones or cDNA as chromosome-specific hybridization targets in an arrayed format
instead of normal metaphase chromosomes (81–84). Currently, libraries of these large-insert
clones have been integrated into the draft sequence of the human genome and, thus, represent
ideal targets to be used for array CGH. Copy-number alterations as detected by array CGH can
be directly related to sequence information and will dramatically accelerate the identification
of novel disease-causing genes. Quantitative measurements of DNA copy-number changes by
high-resolution array CGH have been successfully used for oncogene delineation and detailed
qualitative and quantitative analyses of chromosomal alterations of DNA copy number in can-
cers (81–84). However, the various array techniques have the same limitations as CGH with
respect to the inability to detect clonal heterogeneity and minority (<50%) cell populations.
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Microsatellite Analysis

Rachel E. Ibbotson and Anton E. Parker

1. Introduction
Microsatellites, also known as STRs (short tandem repeats), are tandem repeats of a simple

dinucleotide, trinucleotide, tetranucleotide, pentanucleotide, or hexanucleotide sequence (two
to six bases) that occur abundantly and at random throughout most eukaryotic genomes (roughly
one microsatellite every 10 kb). They are typically short (often less that 100 bp long) and
embedded within unique sequence, thus being ideal for designing flanking primers for in vitro
amplification by the polymerase chain reaction (PCR) (see Chapter 6). The high degree of
polymorphism, as a result of variation in the number of repeat units, and the stability displayed
by microsatellites make them perfect markers for use in constructing high-resolution genetic
maps to identify susceptibility loci involved in common genetic diseases (1). In addition to
their applications in genome mapping and positional cloning, these markers have been applied
in fields as diverse as tumor biology, personal identification, population genetic analysis, and
the construction of human evolutionary trees. To appreciate the impact that microsatellite analy-
sis has had within the medical field, search PubMed for “microsatellite” on the National Center
for Biotechnology Information website www.ncbi.nlm.nih.gov and thousands of entries will be
found. References can be found that date back more than 20 yr. Today, microsatellites are still
being used extensively to investigate the genome although rapid advances in technology have
seen many modifications to the original methods.

A microsatellite is analogous to a bookmark; it highlights a particular position in the genome
and it is for this reason that their use has become so widespread. A microsatellite is a marker for
a particular genomic region. Each normal human cell has 22 pairs of matched (homologous)
chromosomes plus a pair of sex chromosomes (either XX or XY). Each one of a pair of chro-
mosomes is inherited either maternally or paternally and because of normal polymorphism, at
any given position (locus) on the chromosome, the DNA sequence can be slightly different;
that is, they are heterozygous. For example, a normal human cell might have three CA repeats
on one allele and five repeats on the other; this marker would be heterozygous.

By analyzing these markers, regions that have been subjected to allelic imbalance, for
instance by deletion, can be identified. This will be reflected by the loss or alteration of the
markers across the region, that is, the region is tested for loss of heterozygosity (LOH) or
instability. The significance of such somatically acquired genetic changes is well documented
and often these manifest as neoplasia. Investigation of consistent regions of deletion has gener-
ally led to the identification of tumor suppressor genes, of note are the retinoblastoma gene
(RB-1) on chromosome 13 (2) and the p53 gene on chromosome 17 (3). Genetic alteration
frequently results in subtle sequence modifications within microsatellites; in hereditary
nonpolyposis colorectal cancers, mutated mismatch repair genes are responsible for the cell’s
inability to repair nucleotide mismatches and microsatellite instability (MIN) is evident (4).
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The high degree of heterozygosity displayed by microsatellite markers is especially advan-
tageous because the majority of samples will be heterozygous (otherwise said to be informa-
tive) at the locus of interest. In addition, very small amounts of tissue are required for
microsatellite analysis (typically 100 ng) and many samples can be processed simultaneously
with relative ease. For LOH studies, it is imperative that there is access to matched normal and
tumor tissue so that direct comparison between the two can be made. In our own studies, we
have analyzed tumor peripheral blood lymphocytes using granulocytes, from the same blood
sample, as matched controls.

2. Experimental Design
To perform microsatellite analysis, a number of steps are involved and certain consider-

ations must be made.

2.1. Sample Selection and Purity

Sample purity is important and so is sample availability. It should be emphasized that
matched samples must be purified to greater than 85%; that is, the tumor sample should not be
contaminated with normal material and vice versa, otherwise problems will be encountered
during the result interpretation. Careful consideration must be given during experimental
design to optimize the choice of material from which DNA will be extracted. For our own
research on microsatellite markers on chromosome 7 in lymphoma patients, we have used hep-
arinized blood samples, the target cells are in the blood and blood is relatively easy to obtain
from the patient. In contrast, it might be more difficult to obtain specimens when working with,
for instance, solid tumors. Histological analysis of a biopsy would be required to distinguish
cancerous tissue from surrounding normal tissue, followed by microdissection to separate the
selected cells for comparison. A description of tumor cell purification from blood has been
included in this chapter. Methods for sample purification from other tissues can be found in the
literature [e.g., recovery of tissue from slides (5,6) and microdissection (7).

Figure 1 demonstrates this point. In the unsorted experiment, two alleles are present in both
the “N” constitutional lane and the “T” tumor lane; however, the smaller allele (indicated by
the arrow) is less intense. After the tumor cells have been purified by FACS, two alleles are
present in the “N” lane, whereas in the “T” lane, which has been amplified from DNA from
pure tumor cells, only one allele is evident. DNA from contaminating normal cells in the tumor
sample masked the result in the unsorted experiment.

Collecting a pure tumor sample can be achieved by a variety of methods. We have either
used a flow cytometer (FACS) or magnetic microbeads, as these methods are appropriate for
the blood samples that we are investigating. There are advantages and disadvantages for each
of these methods.

The advantage of FACS is that you can sort on any parameter around which you can draw a
gate and, in addition, more than one parameter can be selected at a time. The disadvantage is
that the procedure is time-consuming and relatively expensive and the final yield of cells is
low. Generally, we have sorted cells by sequential gating, first on the forward/side scatter char-
acteristics of lymphocytes and then subsequently on CD19 positivity and either kappa or
lambda, depending on the light-chain restriction.

The microbead purification method for recovery of target cells from peripheral blood is less
labor-intensive and the yield is higher; however, the limitation is that it is difficult to sort on
more than one parameter at a time. We have used Miltenyi (Bergisch Gladbach, Germany)
CD19 microbeads for purifying tumor B-cells. Miltenyi markets a range of beads for numerous
applications depending on the target cell. The beads are supplied with a detailed protocol sheet,
which is simple and straightforward.

For both methods, we access the purity of our samples by labeling 1×106 cells, both before
and after the column purification, with CD5 FITC and CD20 RPE mouse anti-human mono-
clonal antibodies (Dako, Denmark) and analyzing by flow cytometry (see Fig. 2).
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Fig. 1. Autoradiogram of 32P labeled PCR products amplified from chromosome 7 and re-
solved by polyacrylamide gel electropheresis. Tumor (T) lymphocytes and normal (N) granu-
locytes from unsorted and FACS samples.

2.2. DNA Extraction

Careful consideration must be given to the method chosen to extract the DNA, depending on
what sort of sample is available. For instance, a quick method in which the cells are simply
boiled in buffer is really only suitable for relatively clean cell suspensions and would not be
appropriate for cells that have been scraped off a fixed and stained slide. Burton et al. (5)
discuss suitable methods for extracting DNA from slides, and commercial kits are also avail-
able (e.g., DEXPAT™ supplied by Takara Biomedicals, Japan).

2.3. Microsatellite Selection

Once the genomic region of interest has been identified, appropriate microsatellites for in-
vestigation must be selected, either from previously identified microsatellites listed in the data-
bases or from novel microsatellites. It is possible to database search for the presence of novel
microsatellites by using computer programs. However, public databases with comprehensive
lists of known microsatellite loci are also available (e.g., National Center for Biotechnology
Information [NCBI], http://www.ncbi.nlm.nih.gov/), which provide data on hetrozygosity rates
and suggested primer sequences in addition to the locations and flanking sequences.

2.4. Microsatellite Resolution and Result Interpretation

Microsatellite polymorphism is quantified by PCR and resolved by electrophoresis to sepa-
rate the alleles according to their size. There are several resolution procedures that can be used
for visualizing the PCR products. Incorporation of radioactive 32P followed by polyacrylamide
gel electrophoresis (PAGE) has long been a standard technique and details are discussed in
previous books in this series (8). Advances in fluorescent chemistry and automated sequencing
utilizing PAGE or, more recently, capillary electrophoresis have seen the widespread adoption
of fluorescent microsatellite assays. The incorporation of fluorescence into the PCR products
can be achieved by the use of fluorescent-dye-labeled primers or fluorescent deoxynucleotide
triphosphates ([F] dNTPs).

The results of a microsatellite analysis will be displayed as a number of peaks on an electro-
pherogram. A schematic representation of an electropherogram is shown in Fig. 3; note that the
x-axis is a measure of the size of the microsatellite allele in basepairs and the y-axis is a mea-
sure of the relative amount of product detected. A microsatellite marker that shows two distinct
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peaks from two alleles in the electropherogram from the constitutional DNA was considered to
be informative. For LOH studies, sample pairs (i.e., control vs tumor) are scored as follows;
heterozygous, not deleted (two different alleles present in both normal and tumor tissues): het-
erozygous, deleted (two alleles present in normal tissue but only one present in tumor tissue);
homozygous, uninformative (two alleles of the same size present in both normal and tumor
tissues). For MIN studies, only changes in size of the alleles is scored. The occurrence of both
MIN and LOH within a tumor sample is possible.

For all informative samples, peak areas were calculated for C1 and C2, representing the
short and long alleles in the constitutional (C) DNA, and for T1 and T2, representing the short
and long alleles in the tumor (T) DNA (see Fig. 3). Peak area ratios for the constitutional
sample (CR) and tumor sample (TR) were calculated, where CR = C1/C2 and TR = T1/T2. If
the value of CR fell outside of the range 0.8–1.2, then the sample was considered unsuitable for
assessment for LOH. The ratio of CR/TR was then calculated; if CR/TR was <0.25 or >4, then

Fig. 2. FACS plots of peripheral blood from an SLVL patient: (A) forward scatter versus
side scatter of whole blood; lymphocytes are encircled; (B) whole blood labeled with kappa
and lambda light-chain mouse monoclonal antibodies (Dako, Denmark) before FACS sorting;
(C) the same cells as in (B) but after FACS sorting for the clonal lambda population.
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Fig. 3. Schematic representation of Genescan Eletropherogram traces showing LOH.

this indicated that the total peak area of one allele in the tumor sample was reduced by greater
than 75% relative to the peak area of the remaining allele and was, thus, scored as LOH.
Homozygous loss should not be determined by this method because DNA from residual nor-
mal cells in the tumor DNA fraction will interfere with interpretation of the results.

3. Applications
When a genetic investigation is implied analyzing, the defective gene might not always be

possible. Initially, the defective gene must be identified, followed by gene dysfunction analy-
sis. This might involve gene mutation tests that require knowledge not only of the nucleotide
sequence of the gene but also of specific alterations within the gene. Because many different
mutations can affect the function of a gene, a screening technique such as the detection of
genetic instability by microsatellites can offer a more readily applicable solution. Having
established that neoplastic cells can be distinguished from normal cells using molecular tech-
niques, it would then seem feasible to look for neoplastic cells in different clinical samples.
Samples such as fine-needle aspirates can be obtained from practically any site relatively
noninvasively. Also, nipple aspirates can be used to screen for breast cancer, and cerebrospinal
fluid to screen for cerebral neoplasms. Numerous studies analyzing different markers from a
variety of different tumors have been published. Some examples are discussed.

Arzimanoglou et al. (9) attempted to correlate MIN with other biologic parameters to assess
the significance of MIN in cancer by an extensive review of the medical literature. Their con-
clusions were that molecular diagnosis using MIN analysis had been documented in at least
two types of tumor (hereditary nonpolyposis colon carcinoma [HNPCC] and sporadic bladder
carcinoma), suggesting a potential role of MIN in the diagnosis and/or prognosis of other solid
human tumors. Goggins et al. (10) characterized 82 carcinomas of the pancreas for DNA repli-
cation errors using a panel of microsatellite markers. Cases with MIN in at least two markers of
a minimum of five tested were considered RER+. RER status was correlated with histological
appearance, karyotype of the carcinomas when available, K-ras mutational status, and patient
outcome. They concluded that DNA replication errors as identified by microsatellite analysis
occurred in a small percentage of carcinomas of the pancreas and are associated with wild-type
K-ras gene status and a characteristic histopathology.

The importance of genetic alterations predicting clinical outcome has also been extensively
studied for human colorectal cancer. Examples include the association of metastasis to the
lymph nodes and microvascular invasion with allelic deletions (LOH) of chromosome 17p
(11). The work of Kato et al. (12), who indicated that the detection of LOH of DCC (gene
deleted in colorectal cancer) in colorectal carcinoma tissue is associated with the metastatic
potential of colorectal carcinoma in the liver. The incidence of allelic loss of the DCC locus
was significantly greater for patients with liver metastasis than that for patients who had no
liver metastasis for more than 2 yr. These results suggested that these gene alterations might be
reliable biologic markers for assessing the possiblity of liver metastasis.
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Moreover, recent evidence suggests that senescent tumor cells can release DNA into the
circulation, which is subsequently carried by and, therefore, enriched in the serum and plasma,
which provides a convenient sampling opportunity for screening. Chen et al. (13) looked for
microsatellite alterations in the plasma DNA of primary small-cell lung carcinoma (SCLC)
patients, knowing that 50% of patients had microsatellite alterations and that these could be
detected in sputum. A microsatellite alteration was present in 76% SCLC tumors and in 71% of
the plasma samples, suggesting that this might constitute a new tool for tumour staging, man-
agement, and, possibly, detection.

A novel method for the detection of circulating tumor cell DNA was presented in another
microsatellite study by Nawroz et al. (14). DNA from lymphocytes (as a control) was paired
with serum samples from 21 patients with primary head and neck squamous cell carcinoma
(HNSCC) for the investigation. Patients were scored for alterations as defined by the presence
of MIN (new alleles) or LOH in serum at each of 12 markers and then compared with primary
tumor DNA. Six of 21 patients (29%) were found to have 1 or more microsatellite alterations in
serum precisely matching those in the primary tumors. All six patients had advanced disease
(stage III or IV). These results indicate that microsatellite markers might be useful in assessing
tumor burden in cancer patients. Similarly, Spafford et al. (15) analyzed exfoliated oral mucosal
cells in pretreatment oral rinse and swab samples collected from 44 HNSCC patients and from 43
healthy control subjects. A panel of 23 informative microsatellite markers were used to inves-
tigate DNA from the matched lymphocyte, tumor (from cancer cases), and oral test samples.
LOH or MIN of at least one marker was detected in 38 (86%) of 44 primary tumours. Identical
alterations were found in the saliva samples in 35 of these 38 cases (92% of those with markers;
79% overall). MIN was detectable in the saliva in 24 (96%) of 25 cases in which it was present
in the tumor, and LOH was identified in the test sample in 19 (61%) of 31 cases. No
microsatellite alterations were detected in any of the samples from the healthy control subjects,
reinforcing the validity of this method for detecting and monitoring HNSCC.

In addition is the application to preclinical screening, testing asymptomatic individuals to
identify those who are at risk of developing a specific disease. Microsatellite instability might
prove to be a more useful screening test for some tumors; Mao et al. (16) analyzed urine samples
from 25 patients with suspicious bladder lesions that had been identified cystoscopically, both
by conventional cytology and molecular methods. Microsatellite changes matching those in the
tumor were detected in the urine sediment of 19 of the 20 patients (95%) who were diagnosed
with bladder cancer, whereas urine cytology detected cancer cells in 9 of 18 (50%) of the
samples. Their results suggested that microsatellite analysis, which, they state, can be per-
formed at about one-third the cost of cytology, might be a useful addition to current screening
methods for detecting bladder cancer.

In conclusion, MIN and LOH studies will continue to extend our understanding of the under-
lying genetic alterations predisposing to the various cancers, where specific gene alterations are,
as yet, uncharacterized. The potential of microsatellites as genetic markers for use in the screen-
ing, early diagnosis, staging, and surveillance of cancer has been demonstrated. Combining the
rapid technological developments with our ever more accurate definition of the genetic alter-
ations which characterize cancer, it is foreseen that a minimal set of molecular markers might
facilitate the effective screening of asymptomatic individuals.
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Analysis of Chromosomal Translocations

Andreas Hochhaus

1. Introduction
Chromosomal translocations were the first target for the specific detection of residual tumor

cells in bone marrow and peripheral blood. Some types of leukemia are regularly or generally
associated with translocations. In chronic myelogenous leukemia (CML) and a proportion of
patients with acute lymphoblastic leukemia (ALL), the t(9;22)(q34;q11) translocation leads to
the fusion of the ABL gene with part of the BCR gene. Locating the primers such that the
polymerase chain reaction (PCR) product spans the fusion point makes it possible to amplify
sequences of the hybrid gene specifically (see Chapter 6). Because the breakpoints are better
defined at the RNA level than at the DNA level, the primary target is the RNA, which is tran-
scribed into cDNA by reverse transcription. (RT-PCR). In this way, a single leukemic cell can
be detected from among 106 normal bone marrow or peripheral blood cells. Comparable ap-
proaches have been applied to other fusions such as the PML-RARα fusion gene in acute
promyelocytic leukemia (APL). The presence of a few cells with phenotypic or genotypic fea-
tures of leukemia cells after therapeutic regimens such as stem cell transplantation is know as
“minimal residual disease” (MRD).

The diagnostic and prognostic significance of MRD as detected by the amplification of trans-
locations depends very much on the particular genetic abnormality. Most cases of APL with the
t(15;17) translocation in continuous complete remission are PCR negative, and positive test
results are predictive of clinical relapse. In contrast, almost all acute myeloid leukemia (AML)
patients with the t(8;21) in continuous complete remission have MRD, as detected by PCR,
without subsequent relapse. These extreme examples show that the diagnostic and prognostic
value of residual leukemia cells detected by PCR depend on the type of leukemia, the specific
treatment and the translocation analyzed.

The clinical advantage is obvious in cases in which prognosis is correlated with the presence
of leukemia cells harboring a defined translocation (1).

2. Leukemias with Specific Fusion Transcripts
The molecular diagnosis of leukemias began with the recognition and analysis of recurrent

chromosomal translocations (2,3). The genes discovered at the translocation breakpoints have
drawn attention to critical regulatory pathways in hematopoietic cells that can cause cancer
when they are dysregulated. In many acute leukemias, translocations fuse genes that reside on
the two partner chromosomes, creating a chimeric gene with novel oncogenic properties.

Chromosomal translocations have been used to identify patients with acute leukemia with
distinct clinical outcomes. In AML, for instance, the presence of a t(8;21) translocation or a
inversion of the chromosome 16 identifies patients with a comparatively good prognosis,
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whereas the t(9;22) translocation is associated with a poor outcome. Chromosomal transloca-
tions have been used to identify patients who will benefit from intensifying the dose of chemo-
therapy (4).

Chromosomal translocations could lead to a constitutive activation of a tyrosine kinase,
which might be the target of specific therapy (e.g., ABL on chromosome 9q, FGFR1 on chro-
mosome 8p, PDGFRα on chromosome 4q or PDGFRβ on chromosome 5q (5) (Table 1).

Strategies to detect and quantify leukemia cells with specific translocations depend on the
genomic anatomy of the fusion, i.e., the intron/exon structure and the heterogeneity of genomic
breakpoints leading to variable fusion genes.

3. Chronic Myelogenous Leukemia
Chronic myelogenous leukemia (CML) constitutes a clinical model for molecular detection

and therapy surveillance of malignant disease because this entity was the first leukemia shown
to be associated with a specific chromosomal aberration, the Philadelphia chromosome 22q–.
Rowley et al. demonstrated in 1973 that the Ph chromosome is actually the result of the recur-
rent translocation t(9;22)(q34;q11) (6,7) (see Fig. 1). The translocation generates two chimeric
genes: BCR-ABL (8,9) on the derivative chromosome 22 and ABL-BCR on the derivative chro-
mosome 9. BCR-ABL is transcribed and translated in most patients into a 210-kDa fusion pro-
tein with deregulated tyrosine kinase activity (see Fig. 2). ABL-BCR is expressed in about 60%
of patients with CML, but it probably lacks any biological function.

The degree of tumor load reduction is an important prognostic factor for patients with CML
on therapy. Response is expressed at three levels: (1) hematologic response, defined as the
normalization of the peripheral blood values and of spleen size; (2) cytogenetic response,

Table 1
Selection of Translocations Associated with Hematologic Malignancies

Chromosomal translocation Associated disease Genes involved

t(1;6)(q11;p21) Polycythemia vera
t(1;9)(q10;p10) Polycythemia vera
t(3;21)(q26;q22) CML-BC, AML, MDS EAP, AML1
t(5;7)(q33;q11.2) CMML PDGFRβ, HIP1
t(5;10)(q33;q21.2) CML-BC, MPD-U PDGFRβ, H4
t(5;12)(q33;p13) CEL, CMML, MPD-U, MDS PDGFRβ, TEL
t(7;11)(p15;p15) MPD, AML
t(8;9)(q22;q34) CEL
t(8;13)(p11;q12) CEL, MPD-U FGFR1, ZNF198
t(9;22)(q34;q11) CML, ALL, AML ABL, BCR

t(14;18)(q32;q21), Follicular lymphoma BCL2, IGH
t(11;14)(p11;q32) Mantle cell lymphoma BCL1, IGH
t(2;5)(p23;q35) Anaplastic large cell lymphoma NPM, ALK
t(8;14)(q24;q32) Burkitts lymphoma c-MYC, IGH

t(1;19)(q23;p13) Precursor B-ALL E2A, PBX1
t(4;11)(q21;q23) Precursor B-ALL MLL, AF4
t(12;21)(p13;q22) Precursor B-ALL TEL, AML1
t(15;17)(q22;q21) APL (AML FAB M3) PML, RARα
t(8;21)(q22;q22) AML FAB M2 AML1, ETO
inv(16)(p13;q22) AML FAB M4Eo CBFβ, MYH11

Abbreviations: CML, Chronic myelogenous leukemia; BC, Blast crisis; AML, Acute myeloid
leukemia; MDS, Myelodysplastic syndrome; MPD-U, Myeloproliferative discorder, undefined;
ALL, Acute lymphoblastic leukemia; APL, Acute promyelocytic leukemia.



Chromosomal Translocations 473

Fig. 1. Cytogenetic analysis (Giemsa banding) of a male patient with CML in chronic phase.
(Courtesy of Dr. Claudia Schoch, Munich, Germany.)

defined as the proportion of residual Ph-positive metaphases; and (3) molecular response,
defined according to the method used as the proportion of the residual BCR-ABL gene, tran-
script, or protein. The principal aim of residual disease analysis in patients with CML is to
determine patient response to treatment and to enable early diagnosis of relapse.

Fig. 2. Constitutive activation of the ABL tyrosine kinase domain (TK) by fusion to parts of
the BCR protein.
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4. Detection and Quantification of BCR-ABL-Positive Cells
4.1. Cytogenetic Analysis of Bone Marrow Metaphases

The Ph chromosome is present in about 90% of patients with a clinical presentation consis-
tent with CML. Three to five percent of patients show a normal chromosome 22, but molecular
evidence of the BCR-ABL translocation. At presentation cytogenetic analysis usually reveals
the Ph chromosome in 100% of cells analyzed with standard 20- to 30-cell analysis. Conven-
tional cytogenetics is still considered the “gold standard” for evaluating this response.

Major drawbacks of cytogenetics are the requirement of bone marrow cells in mitosis and
the analysis of relatively small numbers of metaphases, resulting in significant sampling errors
(10). The major advantage of cytogenetics is the early detection of clonal evolution consistent
with acceleration of the disease (11).

The frequency of cytogenetic analysis can be reduced if patients are monitored by other
methods, such as quantitative Southern blot, fluorescence in situ hybridization (FISH), quanti-
tative Western blot, or quantitative RT-PCR. In CML, molecular methods can be performed on
peripheral blood specimens and are, therefore, less invasive than conventional cytogenetic
analysis of bone marrow metaphases. Furthermore, these techniques are applicable to Ph-nega-
tive, BCR-ABL-positive cases (Fig. 3).

4.2. Fluorescence In Situ Hybridization

Fluorescence in situ hybridization analysis is typically performed by cohybridization of a
BCR and an ABL probe to denatured metaphase chromosomes or interphase nuclei. Probes are
large genomic clones, such as cosmids or “yeast artificial chromosomes” (YACs), and are
labeled with different fluorochromes. Dual-color FISH using probes for BCR and ABL genes
allows the specific detection of the BCR-ABL gene fusion in interphase and/or metaphase
nuclei. Most cells exhibit four distinct signals, two of each color corresponding to the two
normal BCR and ABL alleles. CML cells are recognized by the juxtaposition of one of the BCR
and ABL signals. FISH analysis does not depend on the presence of the typical Ph chromosome
and will detect rare BCR and ABL variant fusions (13). The lineage of positive and negative
cells can be determined in combination with conventional May–Grünwald staining or immuno-
cytochemistry (14).

A limitation of the interphase FISH method is the background of a variant proportion of
false-positive cells, depending on the probe/detection system used. In practice, the limit of
detection of CML cells is typically 1–5% and depends, in part, on which probes are used, the
size of the nucleus, the precise position of the breakpoint within the ABL gene, and the criteria
used to define colocalization (15). The advantage of FISH over conventional cytogenetics is
the analysis of a larger number of nuclei, resulting in smaller sampling errors. Therefore, FISH
is applicable for quantification of residual disease in partial, minor, and nonresponders to inter-
feron-α (IFN) and for determination of the BCR-ABL positivity of individual cell colonies or
the proportion of BCR-ABL-positive cells in small samples, such as highly enriched cell frac-
tions.

The specificity of interphase FISH can be increased by introducing an additional probe that
permits identification of both the Ph chromosome and the derivative 9 chromosome in Ph+
cells, thus lowering the rate of false positivity (16). In many cases, however, large genomic
deletions around the Ph translocation breakpoints preclude the use of these techniques (17).

The development of a “hypermetaphase FISH” based on improved culture techniques and
computerized analysis of a large number of metaphases made it possible to distinguish differ-
ent levels of Ph chromosome positivity at presentation. Where readings can be obtained on 500
cells, one can reliably estimate parameters that characterize MRD. However, hypermetaphase
FISH is evaluating only cycling cells and cannot count Ph-positive cells that do not enter divi-
sion (18).
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4.3. Southern Blot Analysis

Southern blotting exploits the fact that the breakpoint within the BCR gene in most cases
falls in a limited area, the 5.8-kb major breakpoint cluster region (M-bcr). Genomic DNA
extracted from leukocytes from a patient is digested by a set of appropriate restriction enzymes
(e.g., BglII, XbaI, HindIII, EcoRI, BamHI), fractionated on an agarose gel, transferred to a
Nylon membrane, and hybridized to two labeled DNA probes derived from the 3' and 5' portion
of M-bcr (see Fig. 4). After autoradiography, a band corresponding to the unrearranged BCR
allele is visible; for patients with CML, one or two additional bands might reveal the rearranged
BCR allele. Using this technique, a BCR rearrangement is detectable in about 98% of Ph-posi-
tive patients and in a significant proportion of Ph-negative cases. For routine use, BglII and
XbaI are sufficient, which are informative in almost all cases. However, because there are rare
restriction site polymorphisms in the M-bcr, the finding of a rearrangement with at least two
restriction enzymes is generally considered necessary to exclude a false-positive result in any
new patient. False-negative results can arise because the rearranged band is too large, too small,
or, coincidentally, exactly the same size as the normal allele, as a result of partial deletion of
BCR sequences on the translocated allele or of rare variants that have breakpoints outside the
M-bcr. However, false-positive or false-negative results are rare.

After therapy, Southern blot analysis allows quantification of the proportion of cells with
BCR rearrangement compared to all cells investigated. The proportion of CML cells is deter-
mined by twice the intensity of the rearranged band divided by the sum of the intensities of the
rearranged plus germline bands (BCR ratio; see Fig. 5). This is because each CML cell contrib-
utes signals from one normal and one rearranged chromosome 22, whereas the normal cells
contribute identical signals from two normal chromosomes. The level of disease detected in
contemporaneous peripheral blood and bone marrow samples is essentially identical and, there-
fore, peripheral blood is usually used for analysis. Quantitative Southern blot allows the detec-
tion and quantification of as few as to 1–5% leukemic cells. To evaluate the response to
treatment, the knowledge of the initial restriction pattern and intensity of the rearranged band is

Fig. 3. Molecular methods to detect chromosomal translocations. (From ref. 12.)



476 Hochhaus

Fig. 4. Southern blot analysis. The BCR gene is digested by various endonucleases and la-
beled with two different radioactive probes. (From ref. 19.)

Fig. 5. Southern blot analysis after BglII digest of genomic DNA labeled with 5' and 3' M-
bcr probes and autoradiographed. Arrows indicate the germline band (G) and rearranged bands
(R). (From ref. 19.)

mandatory. Complete cytogenetic responses are associated with disappearance of rearranged
BCR bands in most cases.

The BCR ratio is usually lower than the proportion of Ph-positive metaphases. The reason
for this is that Southern blotting analyzes a large number of dividing and resting cells, inclu-
ding BCR-ABL-negative lymphocytes, and cytogenetic analysis provides information only on a
small number of dividing myeloid cells. Empirically derived cutoff points in the BCR ratio
were introduced in order to define molecular response groups: a BCR ratio of 0% was defined
as complete response, and ratios of 1–24%, 25–50%, and >50% were defined as partial, minor,
and no molecular response, respectively. Using these cutoff points, a major cytogenetic response
could be predicted or excluded in more than 90% of cases. The main advantage of Southern
blotting over cytogenetics is the independence from dividing cells, which permits the use of
peripheral blood instead of bone marrow (19,20).
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4.4. Western Blot Analysis

Western blotting can be used to detect BCR-ABL proteins directly in cell extracts qualita-
tively and quantitatively both in bone marrow and in peripheral blood. Leukocytes are lysed in
the presence of potent protease inhibitors, fractionated on a polyacrylamide gel, transferred to
a Nylon membrane, and probed with an anti-ABL antibody. Different types of BCR-ABL pro-
tein (p190, p210, p230, rare variants) can be distinguished from p145 ABL by differences in
migration. The limit of sensitivity is about 0.5–1%. A quantitative Western blot assay found a
linear correlation between BCR-ABL/ABL protein ratios and contemporaneous conventional
cytogenetics (21).

4.5. Reverse Transcriptase–Polymerase Chain Reaction

In 1989, encouraging results concerning detection of MRD by PCR in CML patients after
allogeneic bone marrow transplantation were first reported (22). However, conflicting data
from a comparative multicenter study revealed serious problems of the method with a high rate
of false-positive results and provoked an open discussion. Over the past 15 yr, PCR has been
optimized and developed. Specificity has been considerably increased by the partial standard-
ization of methodology and the introduction of rigorous precautions to avoid contamination.
Sensitivity has been improved by using nested primer pairs and performing two consecutive
PCR steps. In view of the limited value of qualitative PCR for monitoring CML patients after
therapy, quantitative BCR-ABL PCR assays were developed to monitor patients after stem cell
transplantation and treatment with IFN or imatinib and are now in routine clinical use (12,23).

4.6. Screening for BCR-ABL mRNA Transcripts at Diagnosis

For diagnostic samples, the use of multiplex PCR has been suggested to detect simulta-
neously several kinds of BCR-ABL and BCR transcripts as internal controls in one reaction
(24) by using three BCR primers and one ABL primer. This method allows the reliable detec-
tion of typical BCR-ABL transcripts, such as b2a2 or b3a2, and atypical types (e.g., transcripts
lacking ABL exon a2 [b2a3 and b3a3], transcripts resulting from BCR breakpoints outside M-
bcr, such as e1a2, e6a2 or e19a2, or transcripts with inserts between BCR and ABL exons)
(see Fig. 6).

4.7. Detection of Minimal Residual Disease, “Nested” RT-PCR

Because patients with leukemia at presentation or relapse usually have a total burden of
more than 1012 malignant cells and cytogenetics, Western blot, and conventional FISH have a
sensitivity of maximum 1%, a patient with negative results might harbor as few as zero or as
many as 1010 residual leukemic cells. At this point, the patient is judged to be in clinical and
hematologic remission, although the term “remission” refers only to an arbitrary point of a
continuum of residual leukemic cell numbers (see Fig. 7) (25).

Reverse transcription–PCR for BCR-ABL mRNA is, by far, the most sensitive assay in the
context of residual disease analysis and can detect a single leukemia cell in a background of
105–106 normal cells. Therefore, PCR is up to four orders of magnitude more sensitive than
conventional methods. However, patients who have no residual disease detectable by RT-PCR
might still harbor up to a million malignant cells that could contribute to subsequent relapse.
The sensitivity with which residual disease can be detected will be limited by the amount of
peripheral blood or bone marrow that can be analyzed.

By nested RT-PCR with two pairs of (“nested”) primers corresponding to appropriate BCR
and ABL exons used in two rounds of amplification, residual CML cells after treatment can be
specifically detected with a sensitivity of up to 1 in 106 cells (see Figs. 8 and 9) (26).

This qualitative method has been used for MRD detection after allogeneic stem cell trans-
plantation. Most transplant centers have demonstrated that the majority of patients is PCR posi-
tive in the first 6 mo after transplantation, two-thirds of patients become PCR negative during
follow-up as a result of the graft-vs-leukemia effect, persistent PCR negativity after 1 yr is a
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Fig. 6. Example of multiplex RT-PCR to detect BCR-ABL transcripts at diagnosis. BCR
transcripts are amplified as internal controls. (From ref. 24.)

Fig. 7. Sensitivity of cytogenetic analysis vs RT-PCR in CML. Assuming that patients at
diagnosis harbor about 1012 leukemic cells, a patient in complete cytogenetic remission might
harbor up to 1010, or down to no leukemic cells. RT-PCR allows the detection of minimal
residual disease with a sensitivity up to 10–6. (From ref. 12.)

marker for good prognosis, and PCR-positive patients more than 6 mo after stem cell transplan-
tation have a great risk of relapse. However, qualitative PCR cannot predict relapse in the
individual patient. In the majority of cases after transplantation, RT-PCR and DNA-PCR
(using patient-specific primers) results are concordant (i.e., that patients in remission do not
generally harbor a substantial pool of CML cells that do not express BCR-ABL mRNA) (27).

Nested PCR is essentially useless in patients after IFN therapy even in cytogenetic remis-
sion, as almost all patients remain repeatedly positive (28).

If the RT-PCR method is pushed to the extreme, BCR-ABL mRNA can be detected at a very
low level of 1–10 transcripts per 108 cells in many normal individuals, with a frequency that is
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Fig. 8. Nested RT-PCR strategy for the detection of BCR-ABL transcripts. Primers for the
ABL control gene span over two introns to avoid amplification of genomic DNA.

Fig. 9. Agarose gel electrophoresis of nested RT-PCR products of various types of BCR-
ABL transcripts.

age dependent (29). It has been suggested that BCR-ABL and probably several other fusion
genes are being continuously formed in mitotic cells in the normal bone marrow, but only the
combination of an in frame BCR-ABL fusion in the correct primitive hematopoietic progenitor
would have the selective advantage to become functional as an expanding clone. In addition, it
is possible that BCR-ABL alone is not sufficient to result in the expansion of myeloid cell
numbers and that other cooperating genetic events might be required.

4.8. Quantitative PCR

In view of the very limited value of qualitative PCR, several groups have developed quanti-
tative PCR assays to estimate the amount of residual disease in positive specimens (see Chapter
25). Most groups have initially used competitive PCR strategies that can effectively control for
variations in amplification efficiency and reaction kinetics (30).
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In general, nested PCR is performed using serial dilutions of a BCR-ABL competitor con-
struct added to the same volume of patients’ cDNA. The equivalence point at which the com-
petitor and sample band would be of equal intensity is determined by densitometry. In order to
standardize results for both quality and quantity of blood, RNA, and cDNA quantification of
transcripts of normal housekeeping genes, such as ABL or glucose-6-phosphate dehydrogenase
(G6PD) has been employed (see Fig. 10). The standardized results are expressed as the ratios
BCR-ABL/ABL or BCR-ABL/G6PD in percent. The quantification of the transcript level of
control genes is of particular importance if different RNA qualities are expected (i.e., in par-
ticular, if samples are mailed to a specialized laboratory).

In patients after allogeneic stem cell transplantation, rising or persistently high levels of
BCR-ABL mRNA can be detected prior to cytogenetic or hematologic relapse. Low or falling
BCR-ABL transcript levels are associated with continuous remission, whereas high or rising
BCR-ABL transcript levels predict relapse (31).

Quantitative PCR is the method of choice to determine the best time-point for therapeutic
interventions in the case of relapse after stem cell transplantation. Quantitative PCR data have
been used to determine the optimum time-point to initiate donor lymphocyte transfusions and
to monitor its response (32).

Quantitative RT-PCR for BCR-ABL has been shown to be a reliable method for monitoring
residual leukemia load in mobilized peripheral blood stem cells, particularly in Ph-negative
collections. Quantitative RT-PCR allows selection of the best available collections for
reinfusion into patients after myeloablative therapy (autografting) (33).

Almost all patients after IFN therapy are persistently positive for BCR-ABL transcripts. The
median ratios of complete, partial, minor, and nonresponders differ significantly. Cytogenetic
response to IFN (complete, partial, minor/none) was compared to molecular response by in-
troducing cutoff points for the BCR-ABL/ABL ratio. Optimum cutoff points were 2% and
14%; that is, a complete response is associated with a ratio up to 2%, a partial response with a
ratio of 2 and 14%, and a minor or nonresponse with a ratio of >14%. In complete cytogenetic
responders, the MRD level has prognostic impact regarding stability of the response (see
Fig. 11) (28).

Fig. 10. Competitive PCR for the quantification of residual disease in CML. Nested PCR is
performed using serial dilutions of competitor constructs added to the same volume of patients
cDNA: The equivalence point (arrow) is determined by densitometry. (From ref. 30.)
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Recently, novel real-time PCR procedures have been developed that promise to simplify
existing protocols (see Fig. 12) (see Chapter 25). Several procedures for quantification of BCR-
ABL mRNA using the TaqMan system have been developed (34). The assay is based on the use
of the 5' nuclease activity of Taq polymerase to cleave a nonextendible dual-labeled hybridiza-
tion probe during the extension phase of PCR. One fluorescent dye serves as a reporter, and its
emission spectra is quenched by the second fluorescent dye. The nuclease degradation of the
probe releases the quenching resulting in an increase of fluorescent emission. The fluorescence
is monitored by a sequence detector in real time. CT (threshold cycle) values are calculated by
determining the point at which the fluorescence exceeds a threshold limit. CT corresponds to
the amount of target transcripts in the sample.

An alternative real-time RT-PCR approach for the detection and quantification of BCR-ABL
fusion transcripts has been established using the LightCycler technology (35), which combines
rapid thermocycling with online fluorescence detection of PCR product formation as it occurs.
Fluorescence monitoring of PCR amplification is based on the concept of fluorescence reso-
nance energy transfer (FRET) between two adjacent hybridization probes carrying donor and
acceptor fluorophores. Excitation of a donor fluorophore (fluorescein) with an emission spec-
trum that overlaps the excitation spectrum of an acceptor fluorophore results in nonradioactive
energy transfer to the acceptor. Once conditions are established, the amount of fluorescence
resulting from the two probes is proportional to the amount of PCR product. As a result of
amplification in glass capillaries with a low volume/surface ratio PCR reaction times have been
reduced to less than 30 min.

A pair of probes was designed that was complementary to ABL exon 3, thus enabling detec-
tion of all known BCR-ABL variants and also normal ABL as an internal control. Conditions
were established to amplify less than 10 target molecules/reaction and to detect 1 CML cell in
105 cells from healthy donors and 1 K562 cell in 107 HL60 cells. To determine the utility of the
assay, BCR-ABL and ABL transcripts in a series of 254 samples from 120 patients with CML
after therapy were quantified. The level of residual disease was expressed as the ratio of BCR-
ABL/ABL. A highly significant correlation was seen between the BCR-ABL/ABL ratios deter-

Fig. 11. Minimal residual disease in CML patients treated with IFN after achievement of
complete cytogenetic remission. Residual disease spans a range over four orders of magnitude.
Patients who consecutively relapsed (n=14) showed higher BCR-ABL values at the time of
complete remission compared to patients in continuous remission. (From ref. 28.)
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mined by the LightCycler and (1) the BCR-ABL/ABL ratios obtained by nested competitive
RT-PCR performed with the same cDNA samples, (2) the proportion of Ph-chromosome-posi-
tive metaphases determined by contemporaneous cytogenetics, and (3) the BCR ratio deter-
mined by Southern blot analysis (36).

Real-time PCR approaches are reliable and sensitive methods for monitoring CML patients
after therapy. The major advantages of the methodology are as follows: (1) amplification and
product analysis are performed in the same reaction vessel, avoiding the risk of contamination,
and (2) the results are standardized by the quantification of housekeeping genes.

The introduction of imatinib as a selective inhibitor of the BCR-ABL tyrosine kinase in the
treatment of CML patients dramatically demonstrates the need for a common language in the
expression of MRD data. As many as 74% complete cytogenetic responders have been reported
after 18 mo of imatinib therapy in newly diagnosed patients. A systematic quantitative RT-
PCR analysis of the patients showed the prognostic relevance of molecular response. All patients
with CCR, who showed at least a 3-log reduction (comparable with a ratio BCR-ABL/ABL
<0.1%) of BCR-ABL transcript levels at 12 mo, remained progression-free at 24 mo. In con-
trast, the probability of remaining progression free was 96% at mo 24 when the patients
achieved a less than 3-log reduction of BCR-ABL transcript levels at mo 12 (37,38).

Quantitative determination of residual disease levels after treatment for patients with CML
can be achieved by various methods (40). Quantitative assessment of residual disease will help
to modify and optimize treatment with imatinib for individual patients over time. However,
there is a need to standardize methodologies and interpretation of results in order to reduce
interlaboratory variation. Standardized parameters should be used to measure and express
residual disease levels within clinical trials (40–42). The development of new real-time
RT-PCR procedures offers a unique opportunity for this to be achieved and quantitative
real-time PCR will shortly become a routine and robust basis for clinical decision-making, not
only in CML but also in other leukemias with specific molecular markers.

The various strategies that have been developed and used in the last 20 yr to detect and
quantify the BCR-ABL rearrangement in CML serve as a model for the detection and quantifi-
cation of chromosomal translocations on the cytogenic, genomic, RNA, or protein level. The
lessons learned from CML can be used to optimize strategies in other hematologic disorders
characterized by specific translocations.
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Differential Display

Theory and Applications

Irina Gromova, Pavel Gromov, and Julio E. Celis

1. Introduction
Recent data released by the Human Genome Consortium and Celera Genomics estimates

that the human genome might contain about 30,000 protein coding genes (1, and references
therein), of which about 15% are believed to be expressed in any given cell type (see Chapter
42). The set of expressed proteins and the corresponding messenger RNAs, termed the
transcriptome, defines the phenotype of a given cell, tissue, as well as the whole organism. The
identification of genes that are differentially expressed under various physiological conditions
is one of the major challenges in molecular biology today, as it provides an overview of the
regulatory changes that take place in health and disease and highlights potential targets for drug
discovery and therapeutic intervention (2). Tremendous efforts are generally required to iden-
tify those changes, as the population of altered messengers rarely comprises more than 1% of
the total transcripts. Over the years, a variety of methods for the identification of differentially
regulated genes in cells and tissues have been developed. Northern hybridization (3), nuclease
protection (4), and subtractive (5) and differential (6) hybridization all have a number of seri-
ous drawbacks because they measure only single RNA species at a time and require a relatively
large amount of starting material. The latter is particularly significant because rare transcripts,
which often represent low-abundant cell cycle regulators, growth factors, and their receptors as
well as signal transduction components, might be missed during the analysis.

Novel technologies that allow the screening of a whole population of mRNAs in one experi-
ment and the detection of multiple changes in the transcriptome include differential display
with its numerous modified variants (7–10), serial analysis of gene expression (SAGE) (11),
and high-density hybridization-based cDNA microarrays (12,13). Differential display is per-
haps the ideal method for time-course, dose response, and multiple treatment studies.

2. Differential Display: General Principles
The principle of RNA fingerprinting was introduced more then 10 yr ago with the develop-

ment of two basic procedures, namely differential display (DD) (7) and RNA arbitrary primed
polymerase chain reaction (PCR) (RAP-PCR) (14). Both approaches are based on the assump-
tion that virtually every single mRNA species expressed in a living cell can be detected if a
sufficiently large set of primers is utilized (15). The original concept of RNA fingerprinting is
identical to the principle of random amplification of genomic DNA, in which short oligonucle-
otides are used as PCR primers to randomly amplify DNA fragments between targeted sites
(16). The fundamental difference between DD and RAP-PCR is the way in which the initial
step of reverse transcription (RT) is performed. In DD, oligo-dT-based primers initiate the
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synthesis of first-strand cDNA, whereas in RAP-PCR, only arbitrary oligonucleotide primers
are used. A number of basic methodologies, such as RT of total mRNA, PCR, and gel electro-
phoretic analysis of the amplified products followed by DNA cloning and sequencing, have
been recruited from molecular biology and have been integrated in both techniques.

Experimentally, differential display, which is also known as DDRT-PCR (17), comprises
several steps (see Fig. 1):

• Total RNA is reverse transcribed into cDNAs using poly-A tail (anchor) primers, followed by
PCR amplification in the presence of anchor as well as arbitrary oligonucleotide primers
annealing to the corresponding internal sequences.

• The obtained PCR products representing the sets of mRNA populations are then resolved by
gel electrophoresis generating a fingerprint, or a “snapshot” of the mRNA expression pattern.
The relative intensity of a given band is proportional to the concentration of the corresponding
template in the original samples (8,18).

• Side-by-side comparison of fingerprints from a pair of samples (e.g., normal vs disease)
detects the differentially expressed transcripts as cDNA bands of the same length but differ-
ent intensity.

• The cDNA bands of interest are then excised from the gel, followed by cloning, sequencing,
and further characterization.

An outline of the steps involved in the DD procedure is presented in Fig. 1. Results obtained
by DD can be verified using a number of independent methods that include Northern hybridiza-
tion (3), RNA protection assay (4), in situ hybridization (19,20), nuclear run-on analysis (21),
and quantitative RT-PCR (22).

3. Challenges of Differential Display
Since its invention in 1992, DD has quickly displaced subtractive or differential hybridiza-

tion and has become the method of choice for identifying differentially expressed genes. In
fact, out of the thousands of studies aimed at revealing differential mRNA expression in vari-
ous biological systems, more than 50% have used DD (see Fig. 2). A number of factors summa-
rized below illustrate the successful integration of DD in today’s research:

• The method is relatively simple and inexpensive and requires only basic techniques that are
routinely used in many laboratories, namely RNA purification, PCR amplification, DNA
sequencing, and cloning.

• Only micrograms or even nanograms of total RNA are required as starting material. This is
important if only a limited amount of sample material is available.

• The screening is independent of genome sequencing because it does not require any prior
sequence information. This fact makes DD suitable for the study of highly variable bacterial or
plant genomes, which are characterized by the occurrence of large families of homologous
genes (23).

• Many samples can be compared in parallel to monitor dynamic changes in gene expression,
and multiple screening might reveal putative “molecular signatures” that characterize a par-
ticular biological state.

• The method can be effective even if only very few alterations are expected from theoretical
considerations as, for example, in the case of early effects of various dose treatments or tempo-
ral stage of the process.

• The whole transcriptome of a given cell type can be screened (17), but it would require the
comparison of at least 600 fingerprints using 80–120 primer combinations (24).

Despite the advantages enumerated above, the DD is not free from drawbacks. One of the
most common problems mentioned by many authors is the relatively high frequency of false-
positive bands and many investigators have reported difficulties in confirming the true differ-
ential expression of identified mRNAs. Of the bands that appear to be differentially expressed,
the fraction of false positives can reach up to 50% (25). These problems as well as likely solu-
tions will be discussed in Subheading 5.
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Frequently, the stumbling blocks are not associated with the technique itself: The method-
ological and theoretical considerations have been efficiently improved since DD’s introduction
(21,26,27), but with the lack of knowledge concerning essential characteristics of the biologi-
cal system (28), which will be discussed in detail in Subheading 6.3.

4. Alternative Methods Closely Related to Differential Display
Several modifications have been developed with the aim to improve the probability of fin-

gerprinting rare sequences and to reduce the percent of false positives.
Nearly a dozen techniques, closely related to DD, have been developed to improve mRNA

selection by applying arbitrary primers in combination with restriction enzyme digestion (8–
10,29,30). The methods are essentially the same and include ordered differential display (ODD)
(31), amplified differential gene expression (ADGE) (32), total gene expression analysis
(TOGA) (33,34), amplification of double-stranded cDNA ends restriction fragments (ADDER)
(35), gene calling (36), and restriction fragment length polymorphism (RFLP)-coupled domain
directed DD (RC4D) (37). All of these methods have included a few extra steps, such as sec-
ond-strand DNA synthesis, restriction digestion, and ligation of adaptor-primers before mRNA
comparison. A detailed description of these methods can be found in a number of recently
published reviews (29,30, and references therein).

Even though all of these modifications have their own particular advantages, it is difficult to
evaluate their effectiveness and capability because any extra step inevitably leads to uncer-
tainty and could increase the inter- and intra-RNA sample variability (9).

One of the most interesting formats of DD, targeted RNA fingerprinting (TRF), allows one
to display the members of specific gene families using generated primers that correspond to
encoding protein motifs conserved within the gene family (38,39).

5. Guide to Experimental Strategies
This section will give a step-by-step insight of experimental design and point potential steps

where false positives can generate (see Fig. 1), as well as outline possible controls ensuring
reproducibility and robustness of each experimental step.

Fig. 2. Impact of a number of technologies in mRNA profiling analysis. The number of
publications is based on a search in PubMed medline (September 2003, reviews are excluded).
SH, subtractive hybridization; DDRT-PCR, all types of differential display; SAGE, serial analy-
sis of gene expression; microarray, cDNA microarray.
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5.1. Sample Preparation

Two main types of starting material are being used in DD as a source of RNA: cultured cells
and tissue samples. Cultured cells are much easier to handle as compared to tissue specimens
and can be readily harvested for RNA isolation. For clinically relevant samples (e.g., tissue
biopsies), it is strongly advisable to shorten, as much as possible, the period of sample handling
prior to freezing in liquid nitrogen. The interheterogeneity and intraheterogeneity of clinical
samples is perhaps the most severe complication hampering differential expression analysis.
For this reason, the sample must be carefully dissected to eliminate possible contamination by
surrounding tissues. All dissecting manipulations should be performed on ice using sterile,
RNAase-free instrumentation and in the presence of RNAlater solution (Ambion) to minimize
possible RNA degradation. Homogenization of nitrogen-frozen tissue sample is recommended,
as it provides a higher yield of RNA compared to fresh material. mRNA isolation must be
carried out in duplicate to ensure reproducibility.

5.2. Template Preparation

Several methods for isolating undegraded RNA free of chromosomal DNA contamination,
which is crucial for successful RNA fingerprinting, have been developed (40,41). A number of
kits suitable for RNA purification from different cell or tissue types are commercially available
(Gibco-BRL, Promega, Clontech, Molecular Research Center, etc.). Isolation of poly(A)+ RNA
is not recommended (24) because the possible contamination of the RNA preparation by
oligo(dT) might lead to high background signals. In addition, rare mRNA species could be lost
during the poly(A)+ RNA isolation.

Regardless of which protocol is used, careful precautions should be undertaken during all
steps, including wearing DEPC-pretreated gloves and using RNA-free solutions and glassware.
RNase inhibitors should be used at all steps, including the dissection procedure (Ambion,
RNAlater kit) to avoid intracellular RNA degradation as a result of the release of endogenous
RNases upon cell disruption. However, one must keep in mind that inhibition complexes can be
oxidized or denatured during the isolation procedure, leading to reactivation of RNases. It is
also necessary to remember that the majority of the commercially available RNase inhibitors
do not inactivate bacterial T1 or fungal RNases.

Even though most of the commercial kits ensure DNA-free RNA isolation, it is important to
check that the RNA preparations are completely free from DNA contamination. It should be
noted that even trace amounts of DNA, not detectable on an agarose gel, could work as PCR-
amplification templates, contributing to the appearance of false positives on the fingerprinting
patterns. To ensure the absence of genomic DNA several controls can be carried out:

• Perform PCR amplification using total RNA as a template.
• Perform PCR amplification of any constitutively expressed intron-containing gene (e.g.,

cyclophilin) using a set of primers that distinguish the cDNA product from the corresponding
genomic fragment.

If DNase treatment is included in the RNA isolation procedure, partial hydrolysis of RNA
can occur (Mg2+ - dependent RNA hydrolysis) despite claims that proper treatment should not
affect the quality of the RNA preparation and further fingerprint analysis (28).

The quality and quantity of the isolated RNA should be carefully checked prior to subse-
quent steps. The ratio of 28S ribosomal RNA to 18S rRNA bands visible on agarose gel should
be approx 2 : 1 and the ratio of optical densities at 260/280 nm should be in the range 1.80–1.9.
It is recommended to keep the RNA at –80°C in small aliquots to avoid repeated freezing and
thawing.

5.3. Reverse Transcription and PCR Amplification

According to the original DD protocol, the mRNA is converted to first-strand cDNA by
using three anchored oligo-dT primers (3'-end primers), which differ from each other at the last
3' non-T base (7). This set of primers initiates reverse transcription only from a subpopulation
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of polyadenylated mRNAs (see Fig. 3). To display as many transcripts as possible, cDNAs are
then amplified in the presence of 5'-end relatively short arbitrary primers labeled either with
radioisotopes or fluorescent dyes (see below). Each arbitrary primer is randomly annealed at
different distances from the 3'-end primers and can recognize 50-100 mRNAs under a given
PCR condition (7–9). As a result, each pair of primers amplifies a discrete number of cDNAs of
different molecular size (300–2000 bp length depending of the primer length; the average
molecular size of mRNA is 1.2 kb) in a range that is optimal for gel separation (up to 100
bands per lane) (7). Based on the assumption that each arbitrary primer recognizes at least
seven nucleotide stretches within the corresponding mRNA targets, several mathematic mod-
els have been worked out to evaluate the possible coverage of expressed genes in a given bio-
logical system (15). Several rules have been proposed for the optimal design of arbitrary
primers:

• The primers should contain at least 50–70% G+C.
• The primers should not have inverted sequences that can create internal folding and thereby

prevent the annealing process.
• The primers should be arbitrary in sequence to ensure random annealing along all mRNA

species.

Some redundancy within the identified transcripts can be observed because of the fact that
several primers can anneal to different parts of the same transcript, thus complicating the
expression profile without extending the information.

In a classical DD that utilizes oligo-dT primers, mainly the 3'-terminal sequences of the
transcripts containing untranslated regions, are amplified, a fact that can hamper their unam-
biguous identification. Unlike DD, RAP-PCR can ensure with high probability the amplifica-
tion of coding sequences when analyzing short cDNA fragments derived from protein-coding
regions or prokaryotic mRNAs, which are characterized by the lack of polyadenylated sequence
(42,43). However, when the RAP-PCR is applied to eukaryotes, the arbitrary priming takes
place not only on messenger RNAs but also at ribosomal and transfer RNAs templates, a fact
that increases the percentage of bands deriving from not relevant amplification.

The utilization of longer primers increases the stringency of PCR, reduces background, and
improves the reproducibility of the results (44–47). Detailed recommendations concerning
primer design can be found in laboratory manuals (27,28) as well as several reviews (8,10).

To avoid inconsistencies of the results obtained in replicated experiments a number of pre-
cautions are recommended.

• Polymerase chain reaction amplification of cDNA populations obtained from very low amounts
of total RNA could cause “statistical noise” and increase the level of false positives, although
representative PCR amplification from as little as 50 ng of total RNA has been reported (48).
The amount of total RNA used in the RT step should be tested in advance because very low
RNA concentration could result in the display of only few bands, whereas its excess could
cause smearing in the fingerprinting pattern (10,49).

• The results of PCR amplification should be verified using at least two different concentrations of
the template. Only differences observed in both concentrations can be considered as reliable (50).

• It is recommended to verify the complete setup of the system by amplifying a gene that is
known (if any) to be differentially regulated in the sample pair.

A large variation in the concentration of transcripts within a given mRNA sample could also
hinder the detection of rare transcripts and, possibly, lead to a bias toward abundant messen-
gers (51,52). This shortcoming could be overcome, in part, either by depleting each fingerprint
and/or increasing the number of primer sets, and/or pre-fractionating the starting RNA sample
(i.e., combining subtractive hybridization with DD). In the latter case, the preliminary subtrac-
tion leads to an enrichment of differentially expressed transcripts that might improve the detec-
tion of the rare transcripts by the subsequent fingerprinting step (53–55). In addition, the
competition for PCR primers (and/or Tag polymerase) between RNA species of different abun-
dance can also be a factor affecting the overall sensitivity of fingerprinting (47,51).
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5.4. Size Separation

Separation of PCR-amplified products is usually achieved by high-resolution denaturating
polyacrylamide gel electrophoresis. Commercially available sequencers like GenomyxLR™
(Beckman Coulter, Inc.) or Alf Express (Pharmacia Biotech, Inc.) maintain constant tempera-
ture independently of the voltage used during the run, thus minimizing the variability in
electromobility of cDNA fragments from one gel to another that is otherwise introduced by
local temperature fluctuations. The RNA fingerprints can then be visualized by autoradiogra-
phy (see Fig. 4) or by other methods depending on primer labeling. Detailed protocols for gel
treatment after electrophoresis and gel autoradiography can be found elsewhere (27,28).

Fig. 3. Detailed flowchart of cDNA synthesis and PCR priming reactions in the original DD
procedure.
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5.5. Fingerprint Visualization

Until recently, radioactive labeling of PCR products was the most common approach to
visualizing RNA fingerprinting. This can be achieved by including either 32P–, 35S–, or
33P-dNTP in the amplification step.

• 32P provides very high sensitivity, but the resolution is not good enough because of its pen-
etrating radiation. It is not expensive, but it requires extra care during handling.

• 35S provides high sensitivity and resolution; it is not harmless because of lower energy, but it
has a tendency to evaporate during the amplification step.

• 33P, which is used in most cases, is a good alternative because it combines the sensitivity of 32P
with the ability of 35S to generate high-resolution fingerprints.

Several commercial kits based on radioactive detection of PCR products can be recom-
mended as a start point for DD analysis. These include Genomyx Hieroglyph kits (Beckman),
Delta Fingerprinting kit (Clontech), RNAimage® Kits (GenHunter Corp.), displayPROFILE™
kit for prokaryotic messages (Qbiogene), as well as Differential Display Service available at
GenHunter Corp. (http://www.genhunter.com) or Qbiogene’s displayFIT™ website
(www.gbiogene.com/services/molBio/expression.shtml).

Fig. 4. Sections of DD gels from tumor biopsies at different stages of bladder cancer pro-
gression. Two sets of primers have been used for cDNA amplification. The RNA fingerprinting
is visualized by autoradiography. Arrows indicate the differentially displayed bands. Detailed
results can be found in refs. 56 and 57.
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In addition to radioactive labeling, a number of alternative methods have been developed to
visualize the amplified products:

• Ethidium bromide staining in combination with agarose gel electrophoresis (58) is easy to use,
but it has not received much acceptance because of the low resolution of the agarose gel elec-
trophoresis and the low sensitivity of the staining.

• Silver staining of cDNAs separated on sequencing gels (59) is another approach that simplifies
the original protocol without any significant loss in resolution and sensitivity. Compared to the
radioactive method, the differentially expressed bands are easier to retrieve because of their
direct visibility on the gel.

• Nonradioactive fluorescent differential display (FDD) introduced by Ito and colleagues in 1994
provides equivalent sensitivity to the original 33P isotopic labeling method (60). This method
gained much attention because of its cost-effectiveness, faster visualization process, and great
potential in automation. There are at least two commercially available differential display kits
based on fluorescent detection, namely RNAspectra Green and RNAspectra Red (GenHunter
Corp.).

• More recently, an alternative nonradioactive DD method based on chemiluminescent detec-
tion of amplified products was introduced (61).

5.6. Excision and Purification of Differentially Expressed cDNA Hits

In order to minimize the retrieval of false positives, several criteria for differentially expressed
cDNA bands have to be considered:

• Only bands that are reproducible in duplicate lanes should be considered for further analysis.
• In the first round, only cDNAs exhibiting a significantly differential expression level com-

pared with the control should be considered for further analysis.
• A small central portion of the band should be excised to minimize possible cross-contamina-

tions. As a control, for every band of interest, a “blank” should also be excised from a neigh-
boring area containing a comparing sample. Subsequent reamplification of excised bands is
done using the same pair of primers. This allows an estimation of the background of the sample
and provides sufficient material for downstream analysis. In theory, the molecular size of the
reamplified cDNA must correspond to the size observed on the fingerprint, but, in practice,
two or more bands are often observed. Multiple bands occur as a result of the presence of more
than one cDNA type in the excised band or of spurious amplification of contaminants. If the
irrelevant cDNA is present at a higher concentration compared with the cDNA of interest, it
would be predominantly reamplified, thus increasing the appearance of false positives. This
effect can be especially pronounced when the difference in mRNA expression levels is not
high, but it can be ameliorated by applying a number of extra controls/modifications (see
Fig. 5).

• Northern blot affinity capturing of cDNA (62) allows the identification of correct fragments
by hybridization of putative hits with original RNA samples separated by Northern blot. The
corresponding differentially expressed cDNAs are captured, retrieved from the membrane,
amplified once again, and, finally, cloned for further analysis. However, this procedure is not
sufficiently sensitive, thus requiring substantial amount of starting RNA.

• Single-strand confirmation polymorphism (SSCP) analysis resolves cDNAs of similar size but
of different sequence. The method is based on the ability of single-stranded cDNA fragments
to form stable and metastable secondary structures that affect their mobility in acrylamide gels
(63–65). The enriched products of interest that are separated on the basis of conformation
rather than size can be then retrieved and reamplified again, followed by cloning and sequenc-
ing.

• Resolver Gold agarose gel electrophoresis separates bands with the same mobility but differ-
ent sequences in the presence of a bisbenzimide derivative that preferentially binds to A+T-
rich motifs (66). The procedure does not require radioactive labeling and extra RNA material.

Several other approaches aimed at reducing the occurrence of irrelevant, comigrating frag-
ments can be found in the literature (67–70). Detailed protocols for band excision, elution from
the gel, and further reamplification are described elsewhere (27,28).
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5.7. Confirmation of Differentially Expressed cDNA Hits

Results obtained by the DD procedure can be verified at the RNA level using a number of
methods that include Northern hybridization, in situ hybridization, ribonuclease protection
assay, nuclear runoff assay, and RT-PCR analysis:

• Northern hybridization is not sensitive enough for rare transcripts, requires rather large
amounts of RNA, and, as a result, might not always be the most appropriate.

• In situ hybridization can be time-consuming and tricky to perform for many hits and its sensi-
tivity is not high enough to detect genes expressed at a low level. Only absolute variations in
mRNA levels can be observed on tissue sections using this method (71). However, despite the
above disadvantages, this is the only method that provides the information concerning the
cellular localization of the mRNA of interest.

• The ribonuclease protection assay, similar to Northern hybridization, also requires substantial
amounts of RNA and needs careful optimization for every sample.

• Quantitative real-time RT-PCR analysis (72) is the most sensitive technique and is easy to run
for multiple samples, with the lowest requirement for RNA.

Fig. 5. Schematic of procedures that distinguish false positives from comigrating products.
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5.8. Cloning and Sequencing

To facilitate the rapid cloning and analysis of PCR products, a method based on the TOPO
TA cloning system, which exploits the ligation activity of topoisomerase I, is currently in use
(Invitrogene). The identity of the insert can then be assessed by using a number of commer-
cially available sequence kits or using commercial sequence services followed by searching in
Gene Bank.

6. Application of Differential Display in Medicine
Profiling of clinical samples at the DNA, RNA, or protein levels is often used to detect genes

that are deregulated in diseases with the aim of understanding the mechanisms underlying patho-
genesis and disease progression. Because of simplicity, sensitivity, and reproducibility, DD has
been used in various areas of biology that include developmental biology, neurobiology, endo-
crinology, immunology, cardiology, cancer, and many others. In general, the best results have
been obtained when well-defined cellular systems are used for comparative analysis.

6.1. Identification of Interacting Partners

Today, the most impressive results obtained by DD are associated with the identification of
targets and intracellular partners for known proteins that are involved in various cellular activi-
ties such as signal transduction, cell division, DNA repair, and apoptosis. A number of targets
have been identified using DD for the p53 tumor suppressor, the ras oncogenes, as well as a
number of other cellular proteins. Novel p53 interactive partners identified by DD include the
nuclear zinc-finger protein PAG608 (73), ei24 (alias PIG8) (74,75), the new death-domain-
containing protein Pidd (76), the p53DINP1 gene (p53-dependent damage-inducible nuclear
protein 1) (77), a new member of the Bcl-2 protein family, Noxa (78), DDA3 (79), and the
Pirh2 gene encoding a RING-H2 domain-containing protein (80). DD screening has also been
successfully used to identify genes controlled by the activated ras oncogenes, including the
secreted protein IL-24 (81,82).

Many novel genes that regulate cellular growth and division, namely DUB-1 (83), ptk-3
(84), P15RS (85), the transcription factor gut-enriched Kruppel-like factor (GKLF) Id3 (86),
PASG, the proliferation-associated SNF2-like gene (87), and NIMA (88) have recently been
identified using various cellular systems.

6.2. Immunology

Differential display has been applied to the analysis of lymphocyte and myeloid cells de-
rived from thymus and bone marrow (89), mononuclear cells derived from human peripheral
blood (90–92), cells isolated from transgenic mice, cultured cells treated with a number of
cytokines or drugs (93–96), as well as transfected cell lines (97). Genes identified include sig-
naling molecules and molecular chaperons (98), nuclear receptors (92), transcription factors
(99), secreted proteins (100,101), as well as cell surface markers (91,102). A comprehensive
description of DD application in immunology has recently been published by Ali and colleagues
(103, and references therein). A complete list of DD applications in various areas of biology
can be found in the GenHanter website (http://www.genhunter.com/support/references.html).
However, because the technique was originally developed to compare gene expression in cell
lines (7), attempts to apply it directly to complex tissue samples have met with serious ob-
stacles. These are described below.

6.3. Complexity of Tissue Samples

Ideally, for DD, the samples should have the same background and, if possible, only one
parameter or condition should differ at any given time. This can be easily achieved with cell
lines, but clinically relevant samples such as tissue biopsies are often characterized by different
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levels of complexity. Parameters such as age, disease status, and topological-organ localization
(104) might have some impact on the expression profile of tissues and must be taken into
consideration when planning an experiment. In addition, the heterogeneity of the clinical
samples is very difficult to control, as tissue biopsies are usually composed of different cell
types that are present in different proportions. For a example, a punched biopsy of almost any
type of tumor can contain, in addition to cancer cells, blood cells, endothelial cells, infiltrating
lymphocytes, adipocytes, fibroblasts, as well as other cell types. As a result, the expression
profile of the sample will portray transcript populations derived from all cell types present, but
only a few of the alterations might be associated with the malignant phenotype.

The internal heterogeneity of such biopsy is even more difficult to control because the cells
belonging to a given cell type might exhibit various degrees of differentiation and genetic sta-
bility depending on the disease status. This could result in many phenotypical features charac-
terized by differences in the karyotype, biochemical properties, growth potential, and so forth.
Intratumor heterogeneity is well illustrated by tumor growth and progression, processes that
are characterized by a multistep transformation leading to deregulation of gene expression at
both the RNA and protein levels. Most of these events are the results of genomic rearrange-
ments, mutations, and environmentally induced changes that might take place either simulta-
neously or in a stepwise fashion in different areas of the tumor. In the context of the DD
approach, this means that different parts of the tumor (e.g., internal vs outer layer) might
exhibit different mRNA profiles, a fact that has a major impact on the interpretation of the
results. The problem of having an adequate “normal” control in clinical studies is also very
severe because of sample heterogeneity and because of the uncertainty of the criteria by which
these samples are chosen (104).

6.4. Isolation of Cell Populations Relevant for Analysis

Methods that could reduce the complexity of tissue samples to a certain extent include gross
dissection of frozen tissue (105), irradiation of manually ink-stained sections to destroy genetic
material (106), microdissection using manual tools (56,57,107,108) flow cytometry cell sort-
ing applied to cell suspensions prepared from disaggregated tissues, and the recently developed
technology of laser microdissection (109). The latter is frequently applied to clinically relevant
samples to isolate relatively pure cells populations (110). However, it should be noted that
morphological criteria alone cannot distinguish, for example, B-cells from T-cells or quiescent
vs growing cells, luminal cells from myoepithelial cells. The above problem can be amelio-
rated by using the immunohistochemistry-guided laser dissection technique recently developed
for mRNA-based profiling (111–114). This technique enhances the possibility of distinguish-
ing subpopulation of cells that are otherwise identical.

6.5. Cancer

In this area, many efforts are being directed toward the search for genes that are deregulated
during carcinogenesis and tumor progression in an attempt to reveal molecular markers for
tumor classification, diagnosis, prognosis, and response to treatment. However, because of the
problems associated with sample complexity, there have so far been few studies involving
clinical relevant tissue samples. These are reviewed below.

6.5.1. Bladder Cancer

To our knowledge, there are two publications so far in which the purity of all tumor samples
used for analysis was controlled by proteome profiling (57,58). These studies were performed
using tissue biopsies from noninvasive (grade II, Ta) and invasive (grade III, T2–T4) human
transitional cell carcinomas (TCCs). Two novel genes, bc10 (bladder cancer, Mr 10 kDa) and a
member of the glycosyltransferase family, beta 3Gn-T2, were revealed to be almost exclusively
expressed in the noninvasive lesions as judged by the analysis of a panel of 30 grade II, Ta and
grade III, T2–T4 TCCs.
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6.5.2. Breast Cancer

A number of novel genes that are differentially regulated during breast cancer progression
have been identified by DD using clinical samples, either for comparative analysis or for con-
firmation of the results. Proteins identified using DD include prostate epithelium-derived Ets
transcription factor (PDEF), which is over expressed in 14/20 primary tumors tested (115), the
cargo selection protein (TIP47), and the signal transducer and activator of transcription
(STAT3) (116) cul-4A, which is overexpressed in 14/30 cases analyzed (47%) (117), and the
epithelial–stromal EPSTI1, which is upregulated in 14/14 carcinomas compared with normal
breast tissue (118).

6.5.3. Gastric Cancer

The overexpression of the novel gene GCRG224 was demonstrated by comparing the
expression profiles of paratumor and normal gastric mucosa tissues collected from 15 patients
bearing stomach antrum adenocarcinoma (119). The expression of GCRG224 was shown to be
upregulated in almost all gastric mucosal epithelium but only in a small proportion of the can-
cer and precancerous lesions.

6.5.4. Lung Cancer

A novel DAL-1 gene isolated from primary lung tumors was shown to be downregulated in
39 primary non-small-cell lung carcinomas compared with patient-matched normal lung tissue
(>50%) (120). By applying DD to SCLC and non-SCLC (NSCLC) cell lines, LAMB3 and
LAMC2 genes were identified and their expression patterns were confirmed by using four pri-
mary non-SCLC and the corresponding noncancerous lung cells (121). The overexpression of
RAB5A, which was identified in two human lung adenocarcinoma cell lines, was further con-
firmed by immunohistochemical staining of 45 patients bearing human NSCLC (122).
Dihydrodiol dehydrogenase (DDH) has also been shown to be overexpressed in NSCLC but
not in the normal tissue, a fact that was verified by the analysis of 381 pathological samples
(123) of normal as well as metastatic lymph nodes.

Similar studies have been reported in the case of melanomas (124) and prostate cancer (125).

7. Differential Display Versus cDNA Microarray
The DD procedure has been developed in parallel with a number of genomewide expression

technologies, namely SAGE (11) and hybridization-based cDNA microarrays (12,13). The lat-
ter is based on the physical hybridization of mRNA molecules with complementary cDNA or
oligonucleotide probes of known sequences immobilized on a surface. cDNA microarrays pro-
vide high throughput, do not require cloning and identification, and have become one of the
most powerful tools for the analysis of differentially expressed transcripts. In contrast to DD
this technique depends on the availability of DNA sequencing, and, therefore, the possibility of
novel gene discovery is excluded. Therefore, it follows that the number of genes subjected to
analysis is restricted for genomes with a rather uncompleted sequence. A comprehensive analy-
sis of “pro” and “contra” of differential display vs cDNA microarray has recently been pre-
sented by Liang and others (9,30,126). A brief comparison of these techniques as well as their
merits and drawbacks are summarized in Table 1.

8. Concluding Remarks
Characterization of complex biological systems using gene-profiling technologies is the first

step toward biomarker discovery. Obviously, there is no single technique currently available
that can be applied to all tasks and the choice of the method should be based on the particular
features of the biological system as well as the project requirements. In the end, however, only
the functional characterization of the identified markers using a number of independent meth-
ods as well as animal models, irrespective of the gene-expression technologies applied, will
lead to an understanding of their biological role and possible prognostic value.
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Techniques for Gene Expression Profiling*

Mark P. Richards

1. Introduction
Now that the human genome and the genomes of a growing number of important model

eukaryotic organisms such as yeast and mouse have been sequenced, research emphasis in the
“postgenomic” era is beginning to shift to events downstream of the whole genome. Interest is
now focused on the identification and characterization of individual genes and gene networks
to better understand gene function at the cell, tissue and organ levels in different states of health
and disease. This new approach to studying the genome has been termed “functional genomics”
because efforts are directed toward understanding the connections between the expression of
individual genes or groups of genes and their unique biological functions. Although every cell
in the body contains the same complement of genetic material, each is distinguished by the
level and the spectrum of activation or expression of a specific set of genes. Determining which
genes are active in different cells and tissues under different conditions (i.e., physiological,
developmental, environmental, stress, disease, etc.) aids researchers in understanding cellular
and tissue function at the molecular level. Moreover, it also allows them to relate this informa-
tion to a general set of characteristics observed at the cell, tissue, and organism levels, com-
monly referred to as the phenotype.

With a vast and growing amount of DNA sequence information now available in numerous
databases, the need for genomewide expression profiling techniques has accelerated the push
to understand the role of individual genes and gene networks in regulating diverse and complex
biological processes. It is interesting to note that in comparison to 30–40 thousand individual
genes identified or suspected in the human genome, it has been estimated that there are more
than 10 times that number (estimates range from 100,000 to 10,000,000) of unique proteins
produced within cells (1). Genomic information (DNA sequence data) alone, although useful in
predicting the existence of specific genes and providing some information about the nature of
the proteins produced by them, cannot predict all of the posttranscriptional and posttransla-
tional modifications that RNA transcripts and proteins undergo to give rise to multiple gene
transcripts (mRNAs) and gene products (proteins). Thus, it is important to develop and apply a
variety of techniques that can accurately measure gene structure and activity at the level of
DNA, RNA, and protein (1).

Figure 1 depicts what has often been referred to as the “central dogma” of molecular biol-
ogy. Genetic information from the genome (the entire complement of genes present in an or-
ganism) is transferred through the transcriptome (the entire complement of mRNA transcripts)

 *Mention of a trade name, proprietary product, or specific equipment does not constitute a guarantee
or warranty by USDA and does not imply its approval to the exclusion of other suitable products.
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to the proteome which contains the end products of gene expression or the complete collection
of proteins produced in a particular cell. From this point of view, it is clear that gene expression
profiling (i.e., the systematic identification and characterization of those genes activated or
expressed in a cell) can be conducted on different levels depending on the specific research
objectives. This could involve analysis of DNA, mRNA, and/or protein as a measure of gene
expression. Table 1 lists a variety of techniques that have been used to profile the genome and
to assess gene activity at the mRNA or protein level. This chapter will present a brief overview
of some approaches that have been taken to profile gene expression at the mRNA and protein
level.

2. Methods for Profiling Gene Expression at the Transcriptome (RNA) Level
The initial step in gene expression is transfer (transcription) of the genetic information con-

tained in genomic DNA to an RNA transcript (mRNA). The common objectives of gene
expression analyses at the RNA level are to determine whether specific mRNA sequences
transcribed from a particular gene(s) of interest are present in samples of cells or tissues and, if
so, at what levels. Thus, transcriptional profiling, either as single-gene transcripts, small groups
of related transcripts, or on a global scale using the latest high-throughput techniques to simul-

Fig. 1. Schematic representation of the “central dogma” of molecular biology describing the
flow of genetic information from the DNA sequence of the genome to the protein complement
of the genome.
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taneously analyze hundreds or even thousands of unique gene transcripts collectively consti-
tutes one avenue to explore gene activity and function. Although this is a powerful approach to
understanding biological processes in tissues and cells from diverse phenotypes or physiologi-
cal states, no single technique can give a complete and accurate picture of the entire
transcriptome. Therefore, a combination of different techniques represents the best approach to
studying gene function within cells and tissues at the level of mRNA. Gene transcripts can be
studied directly as RNA species or indirectly by converting them to DNA copies (complemen-
tary DNA, cDNA) via a process known as reverse transcription (RT). The cDNA copies can
then be enriched by amplification for subsequent analysis using polymerase chain reaction
(PCR). Typically, researchers seek to characterize discrete portions of the transcriptome for
cells or tissues from specific phenotypes related to health or disease states or from experimen-
tal treatments that cause specific physiological changes.

2.1. Profiling the Transcriptome on a Limited Scale

Detection and quantification of specific RNA sequences can be accomplished by Northern
blotting (2). This method involves the isolation of RNA from a cell or tissue sample and frac-
tionation by denaturing agarose gel electrophoresis. The separated RNA species are transferred
to a nitrocellulose or Nylon membrane support by blotting. The RNA transferred to the result-
ing membrane blot is then hybridized with a labeled (radioactive, fluorescent, chemilumines-
cent) cDNA or antisense RNA (cRNA or riboprobe) probe unique to the gene(s) of interest.
The blot is developed and the intensity of the hybridized bands is determined by image analysis
techniques. Quantification of transcripts is usually achieved by comparing or “normalizing”
target transcript levels to a gene transcript that is considered to be invariant, such as a typical
“housekeeping” gene (e.g., β-actin, glyceraldehyde phosphate dehydrogenase, cyclophillin,

Table 1
Examples of Analytical Procedures Used for Genomic and Gene Expression Profiling

A. Genome (DNA)
• DNA sequencing
• DNA profiling/genotyping (e.g., mutations, single-nucleotide polymorphisms, repeated

sequence, etc.)
• Gene mapping

B. Transcriptome (mRNA)
• Northern blot
• Nuclease protection assay
• Reverse transcription–polymerase chain reaction (RT-PCR)
• In situ hybridization/tissue arrays
• Differential display PCR
• cDNA/expressed sequence tag (EST) libraries
• Serial analysis of gene expression (SAGE)
• DNA microarrays

C. Proteome (Protein)
• Separation: chromatography, electrophoresis, mass spectrometry
• Immunoassays: radioimmunoassay (RIA), enzyme-linked immunosorbent assay (ELISA),

Western blot, immunocytochemistry
• Function/activity assays: enzyme activity, binding affinity, etc.
• Combined techniques: high-performance liquid chromatography/mass spectrometry (LC/

MS), electrophoresis/ mass spectrometry, protein tagging/mass spectrometry, tissue arrays/
immunocytochemistry, protein chips/SELDI-TOF mass spectrometry

• Protein microarrays
• Direct mass imaging
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etc.) or a non-mRNA transcript such as the ribosomal RNAs (18S or 28S). Northern analysis
generally requires significant quantities of RNA (either total RNA or poly-A selected), making
it best suited to the analysis of moderately or highly abundant mRNA transcripts. It is relatively
less sensitive than other transcript profiling techniques and fairly labor-intensive because of the
multiple steps involved. The advantages of Northern analysis are that RNA species are directly
analyzed and, because of that, the technique is excellent for identification of alternatively pro-
cessed (e.g., alternatively spliced) gene transcripts.

Another technique used in mRNA analysis is the ribonuclease protection assay (3). Isolated
RNA is hybridized to a single-stranded cDNA or an antisense RNA (riboprobe) unique to the
gene(s) of interest in a buffered solution. After allowing the single-stranded probe to anneal to
the target mRNA, the sample is subjected to specific enzymatic digestion to remove all single-
stranded nucleic acid, leaving only double-stranded or “protected” RNA. The resulting double-
stranded nucleic acid fragments are then separated on high-resolution polyacrylamide gels.
Quantification is accomplished by imaging of the gel or a blot of the gel similar to the proce-
dures for Northern analysis. This assay is much more sensitive than Northern analysis and,
thus, can be applied to detect and quantify mRNAs that are expressed at low levels. One dis-
tinct advantage of ribonuclease protection assays is that they rely on solution hybridization,
which permits the analysis of very low-abundance mRNAs. Also, because these assays are
solution based, they are more amenable to automation to increase sample throughput.

Reverse transcription–polymerase chain reaction (RT-PCR) is one of the most sensitive tech-
niques for mRNA analysis (4). This is largely the result of the power of the amplification step
(PCR), which greatly increases the number of copies of each cDNA made against a specific
gene transcript (mRNA). However, RT-PCR is an indirect analytical method for quantifying
mRNA levels because RNA cannot be directly amplified. The technique consists of two parts:
(1) synthesis of a cDNA from an mRNA template by RT and (2) amplification of the specific
cDNA by PCR. Either during or after RT-PCR, the PCR product, a double-stranded DNA
(dsDNA) referred to as an amplicon, is detected and quantified. Under carefully controlled
conditions, the amount of PCR amplicon produced is directly proportional to the amount of
mRNA transcript in the original sample.

 A variety of methods exist for conducting RT-PCR for the quantitative analysis of gene
expression. Two basic approaches are employed: (1) a kinetic approach involving the continu-
ous monitoring of amplicon development during PCR or what is known as “real-time” PCR (4)
and (2) methods that rely on postreaction separation and quantification of the PCR amplicons.
A technique that combines RT-PCR and capillary electrophoresis with laser-induced fluores-
cence detection (CE-LIF) has been shown to be very effective in quantifying gene expression
(5). As outlined in Fig. 2, CE/LIF directly separates and quantifies each amplicon upon comple-
tion of RT-PCR. Quantitative analysis of gene expression can be done relative to an internal
coamplified gene transcript (e.g., β-actin or 18S rRNA) or it can be performed using a competi-
tor or internal standard related to the gene of interest. Absolute quantitation can also be per-
formed using varying quantities of a dsDNA standard amplified in parallel with the
experimental samples. The PCR conditions for each gene must be optimized so that the target
and standard genes are amplified at a constant rate in order for quantitative estimates of each
mRNA to be accurate.

In situ hybridization (ISH) is another technique for mRNA analysis that uses radiolabeled
or nonradioactive (fluorescent or enzyme-linked histochemical) nucleic acid probes to detect
expression of specific genes in cell and tissue samples (6). The ISH procedure involves hybrid-
ization of a probe to specific gene sequences located in fixed specimens. This technique is
especially good for localization of gene expression events to specific regions or cells within
tissues. Newer approaches to ISH methodology involve the use of tissue arrays consisting of
serial sections of tissue samples collected from hundreds of individual subjects mounted on
glass slides to study gene expression in, for example, tumor biopsy samples for the purpose of
transcriptional as well as protein profiling (7).
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Fig. 2. Schematic representation of a technique for the quantitative analysis of gene expres-
sion (mRNA level) using RT-PCR and CE/LIF. See ref. 5.

2.2. Global Techniques for Profiling the Transcriptome

In the past decade, a number of techniques have been developed to measure gene expression
on a global scale involving the parallel assessment of the expression of hundreds to thousands
of genes simultaneously in a single experiment. Included among these techniques are (1) gen-
eration and sequencing of tissue- or cell-specific cDNA or expressed sequence tag (EST) li-
braries, (2) differential display PCR, (3) serial analysis of gene expression (SAGE), and (4)
DNA microarrays. All of these techniques rely heavily on high-throughput DNA sequencing
technology, the same technology developed and employed to sequence whole genomes. Some
of the most common applications are to determine differential patterns of gene expression or to
compare mRNA levels in cells or tissues from two populations subjected to different experi-
mental treatments, or between cells and tissues expressing different phenotypes, or at different
developmental stages to determine changes in gene activity. The large amount of information
generated by these techniques has led to the development of many different computer-based
information management (software) tools (collectively referred to as bioinformatics) to ana-
lyze, interpret, and catalog the data. Although some of these global-scale techniques can pro-
duce quantitative data on gene expression (e.g., SAGE and DNA microarrays), their routine use
for that purpose is still somewhat limited by technique expense, complexity, and relative insen-
sitivity. In addition, there are difficulties associated with analyzing and interpreting the large
volume of information collected in a single experiment. Instead, other techniques such as North-
ern analysis or RT-PCR are routinely used as follow-up techniques to confirm and more accu-



512 Richards

rately quantify some of the findings obtained from SAGE or DNA microarray experiments. In
general, global-scale methods, at present, are screening tools best suited for novel gene and
pathway discovery, for biomarker identification, and for gene expression profiling in tissue and
cell samples under different physiological conditions.

One example of global transcript profiling involves the production and sequencing of large
numbers of cloned cDNAs from tissue-specific libraries in an attempt to derive a “snapshot” of
the transcriptome for a particular tissue under a specific set of physiological conditions. The
derived sequences from this effort are referred to as expressed sequence tags (ESTs) (8). Such
sequence information has already proved useful in identifying novel genes and there are cur-
rently many databases that house large amounts of EST sequence information for a wide vari-
ety of species. With this information, it is possible to identify and characterize individual genes
from a genome sequence (a process referred to as annotation). In addition, EST sequence infor-
mation can be useful in conjunction with other techniques like RT-PCR in designing specific
methods to accurately quantify expression of individual genes or, on a larger scale, for the
design and fabrication of DNA microarrays. Because of the wide dynamic range of RNA tran-
script numbers among different cell and tissue types, the detection of low-abundance mRNAs
using this approach is complicated. Ideally, EST libraries seek to attain a single copy of each
unique gene transcript. However, in practice, such libraries need to be modified by a process
referred to as “normalizing,” which limits the number of cDNAs made for highly expressed
genes and thereby increases the likelihood of including cDNAs corresponding to genes that
have low expression levels. In doing so, the “snapshot” of expressed genes represented in the
EST collection more accurately reflects the entire transcriptome for the particular cell or tissue
source used to construct the library.

Serial analysis of gene expression (SAGE) is a useful tool that allows the analysis of overall
gene expression patterns by digital analysis (9). Because SAGE does not require pre-existing
sequence information, it can be used to identify and quantify new gene transcripts (i.e., previ-
ously uncharacterized) as well as those from known genes. Basically, what is measured by
SAGE is not the actual gene transcript, but, rather, a short nucleotide sequence or “tag” of
defined length located at the 3' end of each cDNA that is unique to each gene transcript. The
“tag” is thus used to identify the particular gene transcript as well as to quantify it based on the
assumption that the number of “tags” detected is directly proportional to the amount of mRNA
in the original cell or tissue extract. Because SAGE provides descriptive information about the
mRNA population present in a cell or tissue without the requirement for prior sequence infor-
mation, this has particular relevance to clinical research, for example, in the discovery of new
biomarkers for disease or for evaluating drug treatment effects, both cases that could involve
the expression of previously uncharacterized genes.

DNA microarrays are constructed by arraying or spotting PCR-amplified cDNA (from nor-
malized cDNA libraries, clones, or gene fragments) or synthetic oligonucleotides selected to
represent as many previously identified unique gene transcripts as possible, at a high density in
gridded patterns onto glass slides, silicon wafers, or Nylon membrane supports (10–12). The
microarrays are utilized in a cohybridization process involving two or more fluorescently
labeled probes prepared from mRNA samples obtained from cell or tissue samples represent-
ing different experimental treatments, disease states, developmental stages, or phenotypes of
interest. A kinetic analysis allows gene expression levels to be determined from the locations
on the array and level of hybridization (measured as fluorescence) detected for each probe (10–
12). Although this approach entails a significant investment of money and effort to develop and
effectively utilize the arrays, high-density array technology does have excellent potential for
large-scale (genomewide) expression analyses. However, the data collected are so extensive
that sophisticated bioinformatic software tools are required to analyze and draw conclusions
from the array. Despite the fact that a massive number of gene transcripts can be screened
simultaneously, individual arrays only provide information about events occurring within a
single tissue or cell sample at a given time. Further technological developments in DNA
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microarray fabrication and analysis will help to identify and understand the degree of interac-
tion in gene networks that regulate complex biological processes such as disease, stress, growth,
and development.

3. Methods for Profiling Gene Expression at the Protein Level
Following transcription, genetic information contained in mRNA is transferred to proteins,

the end products of gene expression, through the process of translation (see Fig. 1). Consider-
ing the wealth of information (structural and functional) that they contain, proteins have been
aptly referred to as the “molecular machines of life” because it is proteins that do all of the
work within cells (13,14). Expression profiling at the protein level seeks to determine whether
a specific protein(s) encoded by a particular gene(s) of interest is present in samples of cells or
tissues and, if so, at what level. In comparison to profiling the transcriptome, the challenges of
characterizing the proteome are much greater. In part, this is the result of the fact that proteins
cannot be amplified like DNA and, therefore, direct measurements must be made on native
protein species. Also, because the majority of proteins are further processed or modified in
many complex ways following translation (a process referred to as posttranslational process-
ing), there is a much wider dynamic range of distinct protein species compared to the corre-
sponding collection of mRNA transcripts. In addition to analysis of amino acid sequence,
modifications of protein groups with phosphate, nitrate, sulfate, carbohydrate, lipid, and so
forth, must be taken into account. In fact, it has been reported that more than 1000 variants or
isoforms of a single brain protein (neurexin) can arise from the combined effects of mRNA
alternative splicing (posttranscriptional processing) and differential posttranslational modifi-
cation (15). Thus, from a relatively small number of genes predicted for the human genome, a
potentially very large and very complex proteome can be expected. It is worth emphasizing that
the full scope of this complexity has yet to be accurately defined for any organism, tissue, or
cell currently under study.

3.1. Techniques for Protein Isolation, Characterization, and Quantification

Traditional protein chemistry methodologies have been employed for many years to sepa-
rate and characterize individual or small groups of proteins. Proteins can be separated based on
physical parameters such as mass, charge, or binding affinities. Techniques such as chromatog-
raphy and electrophoresis have contributed greatly to this area. However, recent improvements
in the application of advanced mass spectrometry (MS) techniques to the accurate mass analy-
sis of proteins and peptides have proven to be invaluable to characterizing the proteome (16).
Because of this, MS has become a core technology in profiling the proteomes of various spe-
cies. Proteins can be fragmented by enzymatic digestion prior to or following separation by
electrophoresis or chromatography and the resulting peptides can be analyzed by MS to iden-
tify the original protein by a process of “peptide mass fingerprinting.” This process involves
comparison of each of the peptides detected by MS against a database containing all known
proteins and their component peptides (16).

Accurate detection and quantification of individual proteins can also involve use of immu-
nological reagents such as antibodies developed to recognize discrete portions of the protein
(epitopes) or compounds attached to the protein (protein side chains) such as carbohydrates
(14). Immunological-based methodologies represent some of the most sensitive techniques for
detecting and quantifying individual proteins, especially those present at low levels. These can
involve the use of radiolabeled tracers in a radioimmunoassay (RIA) or the use of colorimetric
assays involving enzymatic action on a substrate in an enzyme-linked immunosorbent assay
(ELISA). However, to analyze proteins by these or other immunoassay methods, a specific
antibody that recognizes each protein to be analyzed must be produced.

Other types of binding characteristics, such as metal-binding properties or the binding to
other proteins (e.g., receptors), can be exploited to develop sensitive methods for the specific
detection of individual proteins from a complex mixture such as a tissue or cell extract (16).
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Some of these parameters, such as binding affinity, are beginning to be explored for use in
characterizing larger protein subsets of the proteome (16). However, considering the projected
complexity of the proteome and the fact that each of these techniques is fairly labor-intensive,
these approaches remain best suited to the analysis of individual proteins or small groups of
proteins.

3.2. Profiling the Proteome on a Global Scale

The newly emerging scientific discipline of proteomics ultimately seeks to isolate, charac-
terize, and quantify all individual protein members of the proteome (the protein complement of
the genome) for a particular tissue or cell type in much the same fashion as transcript profiling
seeks to characterize the transcriptome (16). Because proteins must be analyzed in their native
state, the same techniques used in analysis of individual or small numbers of proteins have been
used to form the basis of global-scale techniques that analyze large numbers of proteins in
parallel. What has been learned concerning the use of physical parameters such as charge,
mass, enzyme activity, or binding activity for small-scale protein separations is beginning to be
applied to analyses of larger portions of the proteome.

Because of the extent of complexity projected, researchers have begun to develop new tech-
nologies for profiling the entire proteome or large portions of it in single experiments. Gener-
ally, these global-scale techniques involve a variety of combinations of orthogonal analytical
methodology. Current examples include the combinations of two-dimensional gel electrophore-
sis (2DGE) or capillary electrophoresis (CE) with MS or high-performance liquid chromatog-
raphy (HPLC) with MS (16).

Like DNA microarrays, protein arrays have been developed using a variety of approaches to
capture and study as many individual proteins from complex mixtures as possible (16–19). The
modes of capture can involve immobilized antibodies, aptamers (i.e., a short single-stranded
modified oligonucleotide that binds tightly to protein), peptides, other proteins, or via interac-
tions (affinity based) with chemically derivatized solid surfaces. The captured proteins can
then be detected by a number of methods, including fluorescence, surface-enhanced laser des-
orption and ionization time-of-flight (SELDI-TOF) MS, enzyme-linked colorimetric readout,
or even atomic force microscopy (14,16–19). Along with such approaches comes a very large
amount of raw data from the mass spectral scans of the peptides produced when individual
proteins are fragmented or from other types of array detection data. This has created a need
for new and more sophisticate bioinformatics to analyze, interpret, and catalog proteomic
data (16).

4. Applications of Gene Expression Profiling
Biomedical researchers over much of the past several decades have endeavored to study

complex biological systems one gene or one protein at a time (13). However, it is now becom-
ing clear that physiological functions and disease states are determined by many different genes
producing protein products that interact with each other in a complex functional network. In
fact, less than 2% of the major human diseases are caused by changes to a single gene, whereas
98% involve multiple genes (1). Therefore, single-gene (protein) analyses are increasingly giv-
ing way to the application of global-scale, high-throughput gene expression profiling tech-
niques. Further, the information derived from such global approaches is beginning to be
integrated into “systems” models to aid our understanding of complex interactions involving
gene networks and protein pathways that regulate cellular functioning (13). Transcriptional
profiling alone offers an incomplete picture because it cannot account for all of the protein
modifications, such as phosphorylation, or for protein–protein interactions. However, data
obtained from the genome, transcriptome, and proteome are complementary to one another
and thus suited to data integration strategies to form a more comprehensive functional picture
of complex physiological functions. This systems approach, referred to as “molecular profil-
ing,” has been applied to the study of human cancer (1,14). Thus, the combination of genomic,
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Table 2
Selected Examples of Biomedical and Clinical Research Application Areas
for Gene Expression Profiling Techniques

Area Techniques

1. Gene discovery/expression
• Novel gene identification Northern analysis, RT-PCR, ESTsa, SAGEb,

DNA arrays
• Genome annotation Comparative genomics, ESTs, DNA arrays
• Gene function RT-PCR, DNA arrays, activity-based assays

(enzyme, binding affinity, etc.), protein
arrays, MS-based proteomic toolsc, RNAid

2. Pathway discovery/profiling
• Signaling DNA arrays, MS-based proteomic tools
• Metabolic Northern analysis, RT-PCR, DNA arrays,

MS-based proteomic tools
• Regulatory Northern analysis, RT-PCR, DNA arrays,

MS-based proteomic tools
3. Biomarker discovery/profiling

• Screening body fluids for disease biomarkers Protein arrays, MS-based proteomic tools
• Cell/tissue biomarkers for disease DNA arrays, tissue arrays/imaging MS, MS-based

proteomic tools
• Biomarkers for tissue engineering DNA arrays
• Monitoring gene therapy RT-PCR, DNA arrays, protein arrays

4. Disease diagnosis/prognosis
• Determination of clinical outcome DNA arrays, protein arrays, MS-based proteomic

tools
• Cancer (tumor) classification DNA arrays, protein arrays, tissue arrays
• Host–pathogen interactions DNA arrays, protein arrays

5. Therapeutic Development/Testing:
• Therapeutic target discovery DNA arrays, MS-based proteomic tools
• Efficacy/toxicity testing DNA arrays, protein arrays, MS-based proteomic

tools
• Vaccine development Genomic profiling, DNA arrays, protein arrays,

MS-based proteomic tools
aESTs: expressed sequence tag libraries.
bSAGE: serial analysis of gene expression.
cMS-based proteomic tools: includes a variety of coupled instrument systems using mass spectrometry as the

detection mode such as: 2D gels/MS, LC/MS and LC/MS/MS, CE/MS, protein chips (SELDI-TOF), and so forth.
dRNAi: RNA interference.

transcriptional, and proteomic profiling is a very useful strategy to understanding cellular func-
tion at the molecular level (1).

Table 2 lists selected examples of the application of a variety of expression profiling tech-
niques to biomedical and clinical research areas. These application areas can be divided into
three general categories: (1) discovery-based applications, (2) health- and disease-related ap-
plications, and (3) development and testing of new therapeutic agents such as drugs and vac-
cines. In the area of discovery science, applications range from the search for new genes with
novel functions to the identification of pathways governing such basic functions as cellular
signaling, metabolism, and gene regulation (16,20,21). Examples of disease-related applica-
tions include classifying tumors, screening for biomarkers for specific diseases such as cancer,
heart disease, obesity, and so forth, characterizing host–pathogen interactions, and determining
the clinical outcome for specific diseases (1,14,16,22,23). The development of new therapeu-
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tics, the evaluation of efficacy and toxicity, and the development of new vaccines increasingly
involves expression profiling techniques to identify potential protein targets, determine effective-
ness, and evaluate potential toxicities during development and testing (22–26).

Abnormally or differentially expressed genes can serve as new drug targets or as biomarkers
for genetic-based diagnosis of disease. An important challenge for validating the application of
expression profiling technologies is to determine the relationship between changes in specific
sets of genes and clinical features of a particular disease or physiological state (26). It is also
important to focus on the smallest subset of genes and gene products that accurately define the
clinical manifestations of the disease or physiological state. Finally, it is important to know
how well changes in gene transcription reflect distinct changes at the protein level. A lack of
correlation might imply that predictions based on changes in gene activity at the RNA level
might be independent of gene function as assessed at the protein level (22,27).

5. A Current Perspective on Gene Expression Profiling
Although there have been great strides in profiling transcriptomes and proteomes of a vari-

ety of organisms, it must be kept in mind that a direct relationship between mRNA level and
protein level does not exist for every gene (22,27). Because proteins, the end products of gene
expression, are ultimately responsible for all cellular functions, a comprehensive understand-
ing of this relationship is crucial to assigning functional significance to any changes in mRNA
or protein levels. Half-life, posttranscriptional modification, translational efficiency, and post-
translational modification must be considered when attempting to correlate measurements of
mRNA expression with protein concentration. Clearly, any comprehensive analysis of gene
expression must involve a series of related analyses at the genome, transcriptome, and proteome
levels. Furthermore, the proteome and transcriptome are not single-defined entities as is the
case for the genome. Instead, different tissues and cells each possess a unique profile of
expressed genes that sets them apart and gives rise to characteristic phenotypes. Thus,
transcriptomes and proteomes are dynamic, ever-changing in relation to the environment and
physiological state of the cell. In the future, much effort will be expended to determine gene
expression profiles at the transcriptome and proteome levels in order to explain cellular func-
tioning under defined conditions. Despite numerous technological advances in gene expression
profiling, it must still be kept in mind that a “complete” profile of an entire transcriptome or
proteome has yet to be achieved for any species, even for the relatively simple single-cell
organisms such as yeast or Escherichia coli. This underscores the enormous challenges ahead
for expression profiling.

6. Future Developments
The future will inevitably bring better and wider availability of ready-made reagents, new

instrumentation, and novel approaches for gene expression profiling on a growing scale. In
addition, more advances in bioinformatics to help manage and understand the large amounts of
data derived from the genomes, transcriptomes, and proteomes from an expanding list of
organisms under a variety of physiological and environmental conditions will be developed.
Using sophisticated bioinformatics, new functional interrelationships indicating how genes
interact to give rise to specific phenotypes will be discovered. The ultimate goal is to under-
stand the flow of information within cells, tissues, or organisms by characterizing the diverse
set of interconnected gene and protein networks that give rise to complex biological functions
(23). This will lead to a better understanding of life at the molecular level.

Finally, we are now rapidly approaching the era of the “$1000 genome;” that is, a time in
which it will become feasible to sequence and screen an individual’s entire genome at a reason-
able cost (28,29). This will require specific, rapid, and cost-effective methods for gene sequenc-
ing and expression profiling for the purpose of understanding disease processes, developing new
disease biomarkers for diagnosis and early detection of disease, and for customizing drug treat-
ments that better account for toxicity and therapeutic effectiveness unique to each individual.
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As scientific advances continue to move from laboratory to bedside, what we are learning today
about gene expression profiling will most certainly contribute toward achieving the ambitious
goal of personalized medicine through patient-tailored diagnoses, therapies and prognoses (23).
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Capillary Electrophoresis in Clinical Analysis

Margaret A. Jenkins and Sujiva Ratnaike

1. Introduction
Capillary electrophoresis (CE) is an exciting technique that has many clinical applications.

These include serum and urine protein electrophoresis, the diagnosis of hemoglobinopathies,
the quantification of drugs such as iohexol and phenobarbital, and the analysis of DNA.

Capillary electrophoresis can be defined as the separation of charged or uncharged mol-
ecules in a thin buffer-filled capillary by the application of a very high voltage. The ends of the
capillary, together with the electrodes, are placed into buffer vials. The measurement of analytes
takes place usually closer to the outlet of the capillary. The detector, which may be ultraviolet
(UV), diode array, or laser-induced fluorescence is connected to a computer system that records
separated components. A schematic view of a typical CE instrument is presented in Fig. 1.

The primary advantage of CE is that it has been used to automate assays that previously
were labor-intensive manual procedures. In the clinical laboratory, an example of such an assay
is serum protein electrophoresis. Serum protein gels were often regarded by scientists as an “art
form” and were certainly attractive with their Coomassie- or naphthalene black-stained bands.
However, the reproducibility of the process was often dependent on the skill of the operator.
CE instruments can be programmed for each assay. This includes reproducible washing, injec-
tion, and running steps, the timing of which can be controlled to tenths of a second.

Commercial CE instrumentation is costly, the price often being between $US 32,500 and
$US 65,000, depending on the complexity of the instrumentation. Dedicated protein electro-
phoresis commercial CE instrumentation is within a similar price range, the difference being
that commercial kits of a particular manufacturer can only be run on a particular instrument.

2. Components of Capillary Electrophoresis
2.1. Capillaries

2.1.1. Forces Within the Capillary

When an electric field is imposed tangentially to the surface of the capillary, it causes the
hydrated counterions in the diffuse layer to migrate toward the oppositely charged electrode
and drag solvent with them. This is called electro-osmotic flow (EOF) and is represented sche-
matically in Fig. 2.

The zeta potential depends on the thickness of the diffuse double layer of ions and the den-
sity of charges on the capillary surface. The EOF decreases with a number of factors (1):

1. Increasing the ionic strength of the buffer used.
2. Increasing the viscosity of the buffer by the addition of an organic solvent or glucose.
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Fig. 1. Schematic diagram of a capillary electrophoresis instrument.

Fig. 2. Schematic diagram of electro-osmotic flow (EOF) found within the capillary when a
voltage is applied.

3. Decreasing the charged density on the surface of the capillary by decreasing the pH of the
buffer when using fused silica capillaries.

4. Decreasing the voltage applied to the separation.

2.1.2. Fragility of Capillaries

Originally, CE instruments were fitted with one capillary that had to be manually changed
and refitted if a different type of capillary was required. Measurements of analytes in CE occurs
using a detector system at the capillary window. At the capillary window, a small amount of
polyimide, which normally covers the capillary, providing flexibility, has been burnt away.
Because of the fragile nature of the window, changing capillaries often ended with a new cap-
illary being required. Newer instrumentation uses cassettes into which thermostated capillaries
with a fixed window are fitted. These entire cassettes can be replaced easily by lifting them out
and replacing with another cassette in a matter of minutes. The life of capillaries has been
substantially enhanced with the use of cassettes.

2.1.3. Internal Diameter and Length

The internal diameter of the capillary is usually between 20 and 100-µm, with many separa-
tions using a 50-µm-internal diameter capillary. The length of the capillary depends on the
configuration of the instrument and is usually between 24 and 122 cm.
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2.1.4. Internal Surface

Capillaries can have an internal surface that is either fused silica (uncoated) or have a coated
internal surface, depending on the separation required.

2.1.5. Capillary Coatings

For coated capillaries to be effective, the coating must be chemically stable and reproduc-
ible. Modification of the surface charges should cut down EOF forces. However, EOF should
not be completely inhibited when separating oppositely charged proteins.

There are a variety of capillary coatings commercially available. For those with available
time, methods for coating capillaries have been extensively published by Hjerten and Kubo (2)
and others. Neutral coatings such as polyacrylamide or methylcellulose are probably the com-
monest coatings encountered in the clinical laboratory. These neutral coatings give almost zero
EOF. Methylcellulose is commonly used in the buffer for isoelectric focusing. Polyethylene
glycol (PEG) has been used to give moderate EOF, whereas charged coatings include
quarternary ammonium functional groups or polyethyleneimine coating for separation of basic
proteins.

2.1.6. Cleanliness of the Capillary

Compared to colorimetric analysis for which often several hundred microliters of reagent
are used in the reaction vessel, CE uses very small quantities of buffer, the whole capillary
often containing only 2 µL of buffer. Automated analysis usually uses clean cuvets for each
analysis, whereas in CE, the same reaction vessel (i.e., the capillary) is used for subsequent
analysis. Hence, the capillary must be kept scrupulously clean to prevent carryover from previ-
ous analysis. This cleanliness of the capillary is obtained by the use of an automated washing
cycle, which can be either at the beginning of each run or directly after each analysis.

2.2. Buffer

The most important aspect of any CE separation is the buffer used for that analysis. The
buffer used for CE assays is usually quite different from the buffer used for gel separations.
Most of the serum protein electrophoresis separations using gels use barbitone buffer at pH 8.6.
However, the majority of the published serum protein separations by CE use borate buffer at a
much higher pH (9.6 or above) (3–5). Commercial serum protein electrophoresis using dedi-
cated CE instrumentation also use borate buffer at a similar pH (6).

The pH of the buffer used for CE separations is critical for obtaining reproducible electro-
pherograms. By lowering the pH of a buffer by 0.5 pH unit, one or more peaks can be lost in a
six-peak separation. Hence, the pH of the buffer for each CE method needs to be carefully
optimized and documented and then maintained precisely at that pH when subsequent batches
of buffer are prepared.

2.3. Voltage Used for CE Separations

The voltage used in CE separations is quite different from that used for gel electrophoresis
of serum proteins by high-resolution agarose gel electrophoresis (HRAGE). The voltage used
for CE protein separations varies according to the published methods, from 10 to 18 kV (i.e.,
10,000 to 18,000 V). This compares to HRAGE separations, where the separation voltage is
between 250 and 400 V.

High voltages such as these generate considerable Joule heating within the buffer of the
capillary. Dissipation of this heat is essential if CE is to give reproducible results. To this end,
modern CE instrumentation has included Peltier cooling, which efficiently reduces this Joule
heating.
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2.4. Detection Systems

These might include UV, diode array, or laser-induced fluorescence detection systems. An
example of the versatility of UV detection systems is that serum protein electrophoresis can be
measured at either 200 or 214 nm, whereas quantification of iohexol can be measured at 254 nm.

3. Different Approaches Using Capillary Electrophoresis
3.1. Capillary Zone Electrophoresis

Capillary zone electrophoresis (CZE) is the most widely used separation type in capillary
electrophoresis, and there are many variations. The simplest of these is with fused silica capil-
laries and a simple one-component buffer.

An example of CZE is the use of borate buffer for serum protein electrophoresis. In this
separation, after washing the capillary and rinsing with run buffer, a thin plug (i.e., a 2-s injec-
tion of sample) is introduced into the capillary. Subsequently, with the application of the high
voltage, the sample separates into discrete zones within the capillary, which are measured as
they pass the in-line detector. Serum and urine protein electrophoresis is discussed in detail
below as examples of the clinical use of CE.

The second type of CZE uses gel- or polymer-filled capillaries. Here, solutes are separated
on the basis of size, a sieving effect being created. An example of this is the rapid analysis of
amplified double-stranded DNA by CE with laser-induced fluorescence detection (7). The
advantages of this type of CE is the ability to distinguish between fragments that are 244 and
307 basepairs. However, the disadvantages are the need for laser-induced fluorescence detec-
tion, which would increase the cost of CE instrument by $US 32,500.

The third type of CZE is referred to as micellar electrokinetic capillary chromatography
(MECC). In this type of assay, which was introduced by Terabe et al in 1985 for drug separa-
tions (8) and extended by Sepaniak et al. (9,10), the electrolyte solution contains surfactants at
concentrations above their critical micelle concentrations. Examples of surfactants include
sodium dodecyl sulfate (SDS), tetradecyltrimethylammonium bromide (TTAB), and
cyclodextrins. The assay relies on a slow-moving micellar phase (often containing the drug of
interest) to separate from the aqueous phase that moves faster than the micellar phase.

Micellar electrokinetic capillary chromatographic separations were used by Evenson and
Wiktorowicz in 1992 to separate barbiturates, cardioactive drugs, and benzodiazepines using a
buffer that contained 30 mM SDS and 30 mM borate (pH 9.3) with 200 mL acetonitrile per liter
(11). Alternative techniques such as gas chromatography–mass spectrophotometry (GC-MS)
are more precise with identifying the drug and, hence, have become the preferred method for
separating barbiturate drugs.

3.2. Isotachophoresis

With this type of assay, a small water plug (often 2 s) is placed just before and immediately
following the sample. This has the effect of “insulating” the sample from the buffer and aug-
ments the effect of the amount of sample introduced.

An alternative approach, within this type of CE, is to have different leading and terminating
electrolytes. Although there are examples of this approach (12,13), it is not commonly used in
the clinical situation.

A related example of isotachophoresis is the use of concentration of sample by the use of
acetonitrile (14). An example of this type of assay is in the quantification of iohexol (see Sub-
heading 4.3.).

3.3. Capillary Isoelectric Focusing

In this type of CE separation, there are two distinct steps: focusing and mobilization. Usu-
ally, coated capillaries are used to cut down the EOF, and the capillary is first filled with a
mixture of ampholytes and protein sample. A basic solution, such as sodium hydroxide, is used
as buffer at the cathode, and an acidic buffer, such as phosphoric acid, is used at the anode. On
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the application of the voltage, the ampholytes and proteins migrate toward a position where the
pH equals the pI of the proteins. When focusing is complete, the current drops to a minimal
level.

Bands can be mobilized past the detector in a number of ways. The most effective of these is
the application of voltage plus pressure to the capillary (15). Alternatively, by changing the
composition of the cathode by the addition of sodium chloride (salt mobilization) (16) or the
addition of a zwitterion (17), gravity-driven flow (18) or moving the entire column past the
detector will achieve mobilization (19).

The most accepted assays in CE using capillary isoelectric focusing (CIEF) are hemoglobin
disorder investigations performed by Hempe and Craver (20). In 1994, these authors used CIEF
to identify and quantitate major and minor hemoglobin variants. They were able to identify
abnormal hemoglobin variants with similar pI values such as HbD and HbS. The results they
published, although very impressive, used DB1-coated capillaries and a NaOH washing regime.
Other users of DB1 capillaries were unable to obtain the “hundreds of runs” that Hempe and
Craver reported. An alternative AAEE-coated capillary was marketed by Bio-Rad in the mid-
1990s. With a different washing regime, this AAEE capillary gave vastly increased run num-
bers for many users (21).

4. Clinical Uses of Capillary Electrophoresis
4.1. Serum Protein Electrophoresis

The main reason for performing serum protein electrophoresis is to determine the presence
of any monoclonal immunoglobulin. In multiple myeloma and its variants (Waldenstrom’s
macroglobulinemia, plasmacytoma, POEMS syndrome, osteosclerotic myeloma, and plasma
cell leukemia), the concentration of monoclonal immunoglobulin in serum, urine, or both can
be used as a diagnostic criterion (22,23). It is imperative that analysis of serum protein electro-
phoresis differentiates between a monoclonal and polyclonal increase in immunoglobulins. This
is because a monoclonal increase is associated with a clonal process that is malignant or poten-
tially malignant, whereas a polyclonal increase of immunoglobulins is caused by a reactive or
inflammatory process.

Since 1993, many scientific papers have been published on the subject of serum protein
electrophoresis by CE using both fused silica (3,4,24,25) and coated capillaries (26,27). In
1993, our laboratory developed, validated, and introduced serum protein electrophoresis by CE
(3). Optimizing this method has produced a reliable, robust, and cost-effective method (4).

Capillary electrophoresis has the ability to distinguish monoclonal from polyclonal increases
in immunoglobulins. The sensitivity of detection of a monoclonal band is 0.5 g/L. This quantity
of monoclonal band able to be detected relies to a large extent on the amount of residual immu-
noglobulins in the specimen. At the other end of the scale, the optics of a CE instrument are
markedly better than those of a densitometer. Hence, large monoclonal components are likely
to be more accurately measured and will probably appear slightly increased compared to densi-
tometric measurement of a monclonal band by high-resolution agarose gel electrophoresis
(HRAGE).

4.1.1. Notes on Methodology

Because of the automated and open nature of most CE instrumentation, a number of meth-
ods can be written for various separations. These methods can incorporate rinsing or flushing
cycles to condition the capillary, followed by injection of a specific amount of the sample,
followed by a separation or voltage step that will separate the sample into its various components.

4.1.2. Principle of the Method

We have optimized the method, which calibrates the capillary on known albumin concentra-
tions in samples, on a 1/50 dilution of serum in run buffer that is 75 mM boric acid containing
0.025 mM calcium lactate (referred to as 75 mM boric acid in method), pH 10.3.



524 Jenkins and Ratnaike

Over time, we have found that the life of the capillary is increased by using 0.5 M NaOH to
rinse the capillary instead of the previously published 0.1 M NaOH. Also, by using a combina-
tion of the start-up, per-sample, end-of-run, and shutdown actions, one can keep the capillary
scrupulously clean between samples.

4.1.3. Electropherograms of Patient Results

The change from gels to CE is not such a drastic step. CE produces an electropherogram that
is a mirror image of the tracing produced by a densitometer.

We have included three figures to illustrate the electropherograms obtained by CE. Figure 3
shows serum from a patient who has no abnormality detected. Figure 4 shows a serum from a
patient who has a monoclonal IgG paraprotein of 29 g/L. Figure 5 shows a serum electrophero-
gram from a patient who has a mild increase in α1 and a mild polyclonal increase in
gammaglobulins consistent with inflammation or infection.

4.1.4. Quantitation and Identification of Monoclonal Bands

Quantitation of monoclonal bands by CE is computer generated using software that com-
pares the area of the monoclonal band to either an albumin standardization of the capillary (3)
or to a proportion of the total protein (6). The use of CE means that a densitometer is not
required for monoclonal band quantitation.

Identification of the type of immunoglobulin in a monoclonal band can either be by
immunosubtraction using CE or by immunofixation using IEF (isoelectric focusing) or EP (elec-
trophoresis) gels. A comparison of immunosubtraction and immunofixation has previously been
published (28). The cost of commercial immunosubtraction is such that it can promote
immunofixation as a more cost-effective method.

4.2. Urine Protein Electrophoresis

Typically, 70% of myeloma patients present with a clonal proliferation of IgG with either
kappa or lambda light-chain types. IgA myeloma accounts for 15% of patients. The 15% of
patients showing a monoclonal IgM usually reflect a Waldenstrom’s macroglobulinemia, with
only 2% being the result of a true IgM myeloma. IgD myeloma accounts for <0.5% of patients.
The remainder are the result of light chain myelomas of either kappa or lambda types. These
typically present with free light chains in urine (which might be present in grams/liter amount),
and free light chains in serum, which are a reflection of the kidney’s inability to filter the
massive overproduction of light chains by the circulating plasma cells. Hence, the monitoring
of urine protein electrophoresis as well as serum protein electrophoresis is extremely important
in a total myeloma workup.

4.2.1. Notes on Methodology

Proteins in normal urine need to be concentrated to be detected on high-resolution gel elec-
trophoresis. These concentrators are disposible. However, because of the manufacturing pro-
cess involved, costs range from $US 4.55 to $US 5.85 per concentrator.

When we began looking at urine protein electrophoresis, we used three methods to examine
concentrated urine specimens by CE. These included anion-exchange resin treatment of the
urine to remove nonprotein components, the use of abnormal urine containing previously iden-
tified proteins, and the addition of known analytes to urine specimens, such as albumin, phos-
phate, nitrate, and oxalate. Using these techniques, albumin and Bence Jones protein were
identified, and a correlation of 71 concentrated urine specimens for albumin and Bence Jones
protein using CE and commercial high-resolution agarose gel electrophoresis was subsequently
published (29).

In 1996, we realized that we were not utilizing the extreme sensitivity of CE in our urine
protein electrophoresis method. Hence, we used the same buffer and developed a method that
did not involve concentration of the urine. We found that we could see peaks for small amounts
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Fig. 3. Electropherogram of serum protein electrophoresis from a patient who has no abnor-
mality detected. Albumin, α1, α2, transferrin, C3, and gammaglobulins components as indi-
cated. Electropherogram obtained from a Beckman MDQ instrument.

Fig. 4. Electropherogram of serum protein electrophoresis from a patient who has a 29 g/L
paraprotein. Albumin, α1, α2, transferrin, C3, and gammaglobulin components as indicated.
Electropherogram obtained from a Beckman MDQ instrument.
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of Bence Jones protein within the normal protein range. Hence, the method had the sensitivity
required (30).

The benefit of using unconcentrated urine specimens for analysis is the cost saved by not
using a urine concentrator (>$US 4.55 per concentrator) and the time saved (approx 30 min)
not concentrating the urine specimen.

4.2.2. Electropherograms of Patients Results

The first peak seen by this method has been proved by two independent research groups to
be a combination of urea and creatinine (29,31). Bence Jones peaks can occur from the urea/
creatinine peak through to the α2 peak. However, they are usually cathodic to transferrin. Ions
such as phosphate, nitrate, and oxalate are found anodic to the prealbumin peak and should be
disregarded for quantitation purposes.

In setting up the CE software for urine electropherograms, it is optimal for the highest mea-
sured peak in the urine electropherogram to reach the top of the page, and the scaling on the
left-hand side of the electropherogram is adjusted to the highest peak. In urine, this highest
peak is often the urea/creatinine peak at about 6.6 min, shown in Fig. 6. Albumin is also marked
in this electropherogram. Bence Jones protein is usually found between the urea/creatinine
peak and transferrin. In Fig. 7, both albumin and Bence Jones proteins are indicated.

4.2.3. Quantitation and Reporting of Urine Proteins

If Bence Jones protein is present, the total protein should be quantitated by a manual trichlo-
racetic acid method using a known albumin standard and a recogized quality control material,
such as Bio-Rad Lyphochek (Hercules, CA).

Fig. 5. Electropherogram of serum protein electrophoresis from a patient who has either an
infection or inflammation. Note increase in α1, and a mild polyclonal increase in gamma globu-
lins. Electropherogram obtained from a Beckman MDQ instrument.



CE in Clinical Analysis 527

Fig. 6. Electropherogram of a urine specimen with a total urine protein of 0.16 g/L. Albumin
peak at 12.3 min marked. Peak at 6.6 min is the result of urea/creatinine. Electropherogram
obtained from a Beckman MDQ instrument.

Fig. 7. Electropherogram of a urine specimen from a patient who has Bence Jones pro-
teinuria. Total urine protein is 0.81 g/L. Albumin and Bence Jones protein peaks indicated.
Electropherogram obtained from a Beckman MDQ instrument.

If there is no Bence Jones protein in the urine specimen, the total protein may be quantitated
by automated methods such as Coomassie or benzethonium chloride on large analyzers such as
a Hitachi 911 instrument (Hoffman-La Roche, Basel, Switzerland). However, if Bence Jones
protein is present, these automated methods could underestimate the amount of total protein
present. This is because some free light chains are not quantitated by these methods, and it is a
specimen-related problem.

The current method for calculating the percentage of Bence Jones protein in the specimen is
to manually add all of the protein peak areas and then calculate the proportion of the Bence
Jones peak relative to all the protein peaks. The software of the CE instrument can do this
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automatically, reporting peak area percentages. This method is also used to calculate the per-
centage of albumin in the sample.

The total protein of the urine specimen and whether there is any Bence Jones protein present
should be reported. If the total protein is greater than 0.2 g/L, the report may also indicate
whether the proteinuria is glomerular or tubular in origin, or if it is a mixed glomerular/tubular
proteinuria.

5.2.4. Identification of Bence Jones Protein and Intact Immunoglobulin in Electro-
pherogram

If a small peak is found in the region between the urea/creatinine peak and the α2 region, it
is important to exclude Bence Jones protein. Similarly, if the urine of a patient with a serum
monoclonal band is being examined and a peak is seen between the urea/creatinine and the α2
region, it is important to follow this up and determine if any free light chains or intact immuno-
globulin are present. This is done by applying 2 µL of unconcentrated urine to two tracks of
either IEF or EP gel, running the IEF or EP, and then immunofixing for free kappa and free
lambda light chains using Chemicon antisera (Chemicon, Melbourne, Australia).

4.3. Measurement of Serum Iohexol by CE

Iohexol is a nonionic contrast agent that has been described in recent literature as an accu-
rate marker for the measurement of the glomerular filtration rate (GFR) (32). In the clinical
situation, GFR is routinely used to measure the renal function of patients who have progressive
renal disease and is especially useful for determining the dose of nephrotoxic drugs excreted by
the kidneys.

Assay of iohexol using CE has several advantages over methods for iohexol employing
high-performance liquid chromatography (HPLC). These include the fact that with CE there
are no packed columns to equilibrate: the buffer is simple, with no pumps or mobile phases to
manipulate. Also, the consumable cost of iohexol by CE is extremely low, being less than
$US 0.16 per test (33).

Quality control of the assay was measured by dilution of Omnipaque 300 (647 mg iohexol/mL)
(Nycomed Australia, Chatswood, Australia) and included with each run. Three controls at levels of
80, 40, and 20 mg/L diluted in iohexol-free serum were used with each run.

4.3.1. Notes on Methodology

For the measurement of GFR, patients were administered 5 mL of Omnipaque 300 by intra-
venous injection into the antecubital vein. Five milliliters of plain blood was removed from the
patient’s contralateral arm at 120, 150, 180, 210, and 240 min postinjection. Exact sample
times were recorded. GFR was calculated from the plasma clearance of iohexol using the slope
intercept method (one compartment model) and then approximated to a two-compartment model
using the Brochner–Mortensen equation (34).

Measurement of the area under the iohexol peak is related to the area under the peak of an
internal standard (IS) that is 3-isobutyl-1-methylxanthine (35). This IS is added at a concentra-
tion of 20 mg/L to acetonitrile, which is used as a deproteinizing agent for each serum and
standard specimen. After the addition of the deproteinization reagent to the serum specimens,
the samples were vortexed for 20 s and then spun at 12,225g for 5 min. Two hundred microli-
ters of each supernatent was then placed on capped 0.5-mL polymer tubes until the superna-
tants were placed on the BioFocus instrument. A typical electropherogram showing the iohexol
peak, X and the internal standard peak, Y is shown in Fig. 8.

Detection of iohexol was achieved by on-column measurement of absorbance at 254 nm, the
analysis being based on a previously published method of Shihabi (35). The assay buffer was
220 mM boric acid, pH 8.8, separation being achieved by the application of a voltage of 6 kV.
A scrupulous washing regime involving phosphoric acid, distilled water, sodium hydroxide,
distilled water and assay buffer allowed 860 runs to be achieved over a 9-mo period using the
one fused silica capillary.
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Fig. 8. Electropherogram showing iohexol peak X and internal standard peak Y. Electro-
pherogram obtained from a BioFocus 2000 Capillary Electrophoresis System.

5. Conclusion
Clinical laboratories aim to provide accurate results with a minimal turnaround time. We

have shown that capillary electrophoresis provides automated analysis giving accurate results
for a variety of analytes. These include quantitation of monoclonal proteins in serum electro-
phoresis and diagnosis of Bence Jones protein in urine specimens. With the measurement of
iohexol, the area under the iohexol peak is related to an internal standard. This is then used to
calculate the GFR of renal patients.
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Flow Cytometry in the Biomedical Arena

James L. Weaver and Maryalice Stetler-Stevenson

1. Definition of Flow Cytometry
Flow cytometry is literally measuring cells while moving in a liquid. More specifically, a

suspension of single cells is labeled with one or several fluorescent labels. In the machine, the
cells are constrained into single file. These cells pass through one or more laser beams to excite
the fluorescent labels. The light emitted from the fluorescent labels is collected, separated,
measured, and the resulting data transmitted to the computer controlling the instrument. In
addition, narrow-angle and 90° light scatter from the laser beam are measured and the data are
also sent to the computer. All of these values are recorded as correlated measurements for each
cell separately. The data are displayed in the computer as single-parameter histograms or two-
parameter plots. The software allows populations to be identified and specific subpopulations
selected for further analysis. The number and fraction of cells in specific populations can be
quantitated. In addition, the amount of the fluorescent label can be calibrated, and by extension,
the amount of the ligand for the label can be calculated, if needed. The patterns of expression of
specific cellular proteins or changes in numbers of cells in specific populations are used to
contribute to diagnosis of the patient.

2. Clinical Uses of Flow Cytometry (Overview)
Flow cytometry is used in a number of clinical situations to precisely define abnormal popu-

lations. This allows, for example, diagnosis and subclassification of malignancy or definition
of the factors operative in immunodeficiency. Flow cytometry is also useful in defining physi-
ological processes, such as enumeration of stem cells or histocompatibility testing prior to
transplant. Flow cytometry is ideal in fluids, such as peripheral blood or bone marrow aspi-
rates, where cells are naturally suspended, but it is also useful in solid tissues, from which
single-cell suspensions can be obtained. The primary uses of this technology are in
hematopathology, hematology, transplant medicine, and immunology.

3. A Brief History
Flow cytometry as a practical and commercially viable technology needed the convergence

of four technologies: handling cells in fluidic systems, creation of specific fluorescent labels,
lasers, and computers. These came together in the 1970s in the first generation of commercial
instruments (1). Although the history of the subsystem components can be traced back, in some
cases, to the 1930s, these instruments were the first to have all of the elements of the modern
flow cytometers. These instruments were large, complex, and needed special power and water
cooling for the laser. Sorting was a function of some of these first-generation systems as well.
In the 1980s, use of more efficient optics originally developed for use with arc lamp systems
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allowed the use of lower-powered air-cooled argon ion lasers. This change converted the large,
floor instrument into moderate sized and priced systems that fit on the benchtop and could
be installed in any standard laboratory. The second change that occurred in the 1980s was
the introduction of monoclonal anti-human cell surface protein antibodies. These antibodies
were directly conjugated with fluorescent labels such as fluorescein or phycoerythrin. These
were originally used in areas such as transplant patient monitoring but rapidly spread to many
other areas such as classification of leukemias or lymphomas and monitoring of acquired im-
mune deficiency syndrome (AIDS) patients. The 1990s has brought an exponential increase
in the number of reagents available for clinical use. In addition to the 300+ characterized
cell surface proteins, there are probes to measure many aspects of cell physiology. The instru-
ments have evolved to incorporate improvements in electronics and computers. Clinical-grade
instruments can now have two lasers and measure up to five simultaneous fluorescence param-
eters as well as two light scatter parameters. Specialized research instruments with three lasers
measuring up to 12 fluorescence parameters have been built (2).

4. Overview of the Method
Flow cytometry starts with a suspension of single cells. These cells can be from liquid speci-

mens such as blood, cerebrospinal fluid, or bone marrow. Alternately, the cells from a solid-
tissue biopsy can be released using various disaggregation methods. The next step is that the
cells are labeled with fluorescent indicators. These can be monoclonal antibodies to identify
specific cell populations and subpopulations or indicators of cell status or physiology. The
current generation of clinical flow cytometers can measure two light scatter parameters and
three to five fluorescent parameters. The labeled cells are placed on the cytometer in a tube or
multiwell plate. The machine pulls the cells into a thin stream of cells, which is further hydro-
dynamically focused into a tight stream with cells in single file. The cells pass through a fo-
cused laser beam. The laser beam excites the fluorescent labels and the cytometer collects both
the emitted fluorescent light and scattered laser light. This light is sorted using color-selective
(dichroic) mirrors and filters and each selected light color is sent into a very sensitive light
detector (photomultiplier tube [PMT]). The signal from each detector is amplified and con-
verted into digital data. The values from all of the detectors are collected into a data packet for
each cell and then sent to the computer for further analysis and storage (see Fig. 1). In the
computer, the data for each cell are stored in a correlated list of all of the parameters for each
cell. The data are displayed as one-parameter histograms (see Fig. 2A) or as two-parameter
plots (see Fig. 2B). The data can be further subdivided by a process called gating. Here, the data
only from a defined region in one plot are displayed in a second plot. For example, in Fig. 3A, the
staining for all cells for CD4 are displayed, showing two populations. In Fig. 3B,C, the data for
staining of the same cells for CD62L are shown. The one-parameter histogram for all of the
cells in Fig. 3A is shown in Fig. 3B. In Fig. 3C, only the data from the cells in the High Region
in Fig. 3A are displayed. Statistics for both number and fluorescence intensity of populations
or subpopulations can be displayed. This is a very simple example of gating to evaluate specific
subpopulations. Gating can be as simple as shown here or quite complex, depending on the
question being evaluated.

The data from staining cells from a single patient for many markers can be combined to
perform a diagnostic screening procedure. In a specific example, a panel to evaluate a sus-
pected lymphoma could involve 5–15 tubes, with 3–5 markers being stained in each tube. The
data from a panel such as this are combined with morphology and hematology data to make a
specific diagnosis.

5. Preparation of Cells for Analysis
The preparation of cells for flow cytometric analysis falls into two major categories: cells

from liquid tissues and cells from solid tissues. In the first class are cells from blood, bone
marrow, cerebrospinal fluid, pleural effusion, or pulmonary lavage. For all liquid tissues
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Fig. 1. General schematic of a generic clinical flow cytometer.

except blood and bone marrow, the cells are centrifuged, washed in sterile buffer, and are ready
for staining. In blood and bone marrow, the optimal method is one in which there is minimal
manipulation of the specimen. The large number of red cells, however, can make analysis dif-
ficult. Historically, the mononuclear cells could be purified by centrifugation on a discontinu-
ous density gradient. However, it was discovered that certain cell populations were selectively
lost and this method is no longer considered appropriate for studying leukocytes. An alternate
method is to lyse the erythrocytes using one of several hypotonic solutions designed for the
preparation of human samples. The leukocytes are then washed free of material from the lysed
erythrocytes. Staining with monoclonal antibodies can be performed before or after lysis of red
cells. Finally, the leukocytes can be stained in whole blood and data collection triggered on a
fluorescence parameter rather than a light scatter parameter.

Cells from biopsy or fine-needle aspirate samples can be evaluated by flow cytometry. In
fine-needle aspirates, the cells are already in suspension. Isolation of leukemia and lymphoma
cells from lymph node and other hematopoietic tissues is usually achieved by mincing the
tissue with a scalpel or aspirating the cells through a needle. There is even a commercially
available mechanical disaggregator with an enclosed system that reduces the risk of exposure
to tissue pathogens. As leukocytes are generally nonadherent cells they easily form a suspen-
sion, although filtration to remove connective tissue debris might be required. In rare cases
when there is dense fibrosis, the cells are dissociated by using a mixture of proteolytic enzymes
to release the individual cells from the tissue matrix. The results can be variable and quality
control is difficult. These are then washed and stained as usual.

6. Stains and Markers
There are many hundreds of cellular parameters that can be measured by flow cytometry.

Fortunately for the overburdened physician, the list of markers in routine clinical use is notably
shorter. These fall into two major categories, markers of cell physiology and cellular proteins.
The first group is evaluated using fluorescent molecules specific for the parameter being mea-
sured. The most commonly used indicator in this category is the viability markers. These are
either chemicals that are impermeable to viable cells, such as propidium iodide (PI), or chemi-



534 Weaver and Stetler-Stevenson

Fig. 2. Examples of basic data display types from flow cytometry. (A) Single-parameter
histogram showing two populations of cells with low and high expressions of the fluorochrome
detected in PMT1. (B) Dual-parameter plot (dot plot) where the position of the dot represents
the fluorescence intensity of each cell for the fluorochrome detected by PMT1 and PMT2,
respectively.

cals that are rapidly lost by leakage from cells that have lost cell membrane integrity, such as
calcein. Cellular viability is used both as a quality control measure and to determine the status
of leukemia or lymphoma cells extracted from patients on chemotherapy. There are indicators
for a number of other cellular physiology parameters such as Ca2+, membrane potential, oxida-
tive burst, and many others. However, these are primarily used in research settings and will
rarely be encountered in clinical practice.

The most common use of flow cytometry is to measure the presence and relative abundance
of cellular proteins. This is done using fluorescently labeled monoclonal antibodies. Where the
protein of interest is on the cell surface, the cells are simply mixed with the monoclonal anti-
bodies. After a short incubation (30–60 min), the cells can be washed, fixed with paraformalde-
hyde to destroy possible pathogens as well as enhance stability, and then run on the flow
cytometer. The fluorescence intensity is proportional to the abundance of the protein of inter-
est. The fixation process does not affect the fluorescence intensity of the bound antibodies. In
many cases, the proportion of the cells that are expressing the protein is the primary measure. In
some cases, change in the level of the protein is the clinically useful marker. In the evaluation
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of possible tumors, the aberrant expression of proteins can be used to contribute to or establish
a specific diagnosis. Table 1 lists some of the more commonly used markers in clinical flow
cytometry. Flow cytometry labs will use only a subset of these markers depending on the spe-
cific clinical situation.

Monoclonal antibodies can be labeled with a variety of fluorescent molecules (fluoro-
chromes). These fluorochromes have two important characteristics, their excitation, and emis-
sion characteristics. These are usually shown as spectra such as is Fig. 4. The excitation
spectrum shows the proportion of light emitted as a function of varying excitation wavelength.
This is usually measured at the wavelength of maximum emission. The complementary spec-
trum is the emission spectrum. This shows the light emitted at specific wavelengths with a
fixed excitation wavelength. The fluorochromes used in clinical flow cytometry are dictated by
the laser(s) installed in clinical flow cytometers. All of the clinical instruments have argon ion
lasers that emit at 488 nm. Some instruments have a second HeNe or diode laser that emits
at 633 nm. The more common fluorochromes for 488-nm excitation are fluorescein (FITC),

Fig. 3. Single-parameter histograms demonstrating gating. (A) Histogram of expression of
CD4–FITC (fluorescein) with a region set on the population showing high CD4 expression. (B)
Histogram of expression of CD62L–PE (R-phycoerythrin) for all cells shown in (A). (C)
Histogram showing expression of CD62L–PE expression on only those cells in the High
Region of (A).
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R-phycoerythrin (PE), PE–Cy5 conjugates, PerCP, and PE–Cy7 conjugates. For 633-nm exci-
tation, allophycocyanine (APC) and APC–Cy7 are the most commonly used fluorochromes.

7. A More Detailed Description of the Technology, Including Sorting
The labeled cell suspension will be placed in a small tube or in a 96-well plate. The cells are

driven into a sample pickup tubing using air pressure. The tubing delivers the cells into the flow

Table 1
Some Commonly Used Markers in Clinical Flow Cytometry

Marker Normally found on Used for

CD1a T-Cells—immature L/L
CD2 T-Cells L/L ISM
CD3 T-Cells L/L ISM
CD4 T-Cells subset L/L ISM
CD5 T-Cells, B-CLL, MCL, and some LCL L/L
CD7 T-Cells, AML L/L
CD8 T-Cells subset L/L ISM
CD43 T-Cells, NK cells, granulocytes L/L
CD10 B-Cells, FCL, ALL, some LCL L/L
CD11c HCL, some B-CLL
CD19 B-Cells L/L ISM
CD20 B-Cells, T-cells L/L
CD22 B-Cells L/L
CD23 B-Cells—activated, B-CLL L/L
Ig kappa light chain B-Cells L/L
Ig lambda light chain B-Cells L/L
CD38 Plasma cells, peripheral blood B-cells,

activated T-cells L/L
CD138 Plasma cells L/L
CD25 Activated T- and/or B-cells L/L
HLA-DR Activated T- and/or B-cells L/L
TdT Immature lymphocytes L/L
CD13 Myeloid L/L
CD11b Myeloid L/L
CD14 Monocytic L/L
CD33 Myeloid L/L
CD34 Stem cell L/L
CD36 Megakaryocytes and eyrthroid cells
CD61 Megakaryocyte, platelets L/L
CD64 Granulocytes, monocytes L/L
CD16 NK Cell, T-cell, myeloid L/L
CD56 NK Cell, T-cell, MM, AML L/L ISM
CD57 NK Cell, T-cell L/L
CD45 All leukocytes ISM, PNH
CD55 All cells PNH
CD59 All cells PNH
CD103 B-Cells, HCL, ITL L/L
Erythrocyte RNA Reticulocyte counts Reticulocyte monitoring

Abbreviations: L/L, leukemia or lymphoma screening; ISM, Immune status monitoring; PNH,
Paroxymal nocturnal hemoglobinuria screening; B-CLL, B-cell chronic lymphocytic leukemia; MCL,
Mantle cell lymphoma; LCL, Large-cell lymphoma; FCL, follicle center cell lymphoma; ALL, acute
lymphoblastic leukemia; AML, acute myeloid leukemia; HCL, hairy cell leukemia; MM, multiple
myeloma; ITL, intestinal T-cell lymphoma.
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cell (see Fig. 5). At the same time, sheath fluid is delivered into the flow cell in a continuous
flow. The conical shape at the bottom of the flow cell compresses and accelerates the sheath
flow. This has the consequence of compressing and accelerating the sample stream as well. The
result is that the cells in the sample stream are constrained into single file. This stream then
passes through the laser beam.

As the cells pass through the laser beam, two things happen. First, the laser light is scattered
at a variety of angles. Second, the fluorochromes of the various indicators or antibody conju-
gates are excited and emit light at their respective emission wavelengths.

The laser light that is scattered at a small angle relative to the laser beam is captured by the
forward scatter detector (see Fig. 1). The laser light that is scattered at about 90° along with
fluorescence light emitted in the same region is captured by the focusing lens and sent into the
optical section.

The optical section uses two classes of component to split and purify the optical signal. The
first class is dichroic mirrors. These are partial mirrors that have the ability to reflect light
above or below a certain wavelength. A specific example is a dichroic used to separate the
signal from FITC. This will reflect any wavelength below 550 nm and allow all higher wave-
lengths to pass (long pass). This is abbreviated as a 550 LP dichroic. There are also dichroics
that have the inverse characteristics of passing all wavelengths below their cutoff and reflecting
those above, these are called short pass (SP) dichroics. The other class is the bandpass filters.
These are set to allow light to pass only within certain wavelengths. These are defined by a
center wavelength and width; for example, a filter for fluorescein has a center of 525 nm and a
width of ± 30 nm, which is to say, it admits all light between 495 and 555 nm (525/30 BP)
(Fig. 6). There are the inverse of these that block only certain wavelengths and allow all
others. These are commonly used to block scattered laser light and could have a width of only

Fig. 4. Fluorescence spectrum. Solid line represents the efficiency of excitation at a fixed
emission wavelength. The dashed line represents the efficiency of emission at a fixed excita-
tion wavelength.
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a few nanometers. Figure 5 shows a simple optical dichroic mirror and barrier filter arrange-
ment. There are many different possible optical arrangements depending on the space available
and the relative importance of the signal strength of the various fluorochromes.

The light arrives in the photomultiplier tube (PMT) and the energy of the light photons is
converted into a very small electrical signal. The light scatter signals are then amplified through
either a linear amplifier or a logarithmic amplifier. In clinical cytometry, linear amps are used
for light scatter signals and for DNA measurements. Measurement of cell surface proteins uses
logarithmic amps. Flow cytometers provide four logs of amplification range. This allows a
practical range of measurement of approx 103 to 108 molecules per cell without adjusting the
amplification settings. This range is sufficient for most proteins of clinical interest. The best of
the current generation of commercial systems can detect as low as a few hundred protein mol-
ecules per cell with carefully selected reagents and conditions.

For some instruments, there is additional circuitry to provide compensation, and on some
instruments, all compensation is done in software. The subject of compensation is quite com-
plex and has generated intense discussion at times among flow cytometry specialists. Compen-
sation is needed because the light signals emitted by the fluorochromes are broad enough to
bleed into adjacent filter regions. See Fig. 7A for an example of a simple compensation prob-
lem. Here we show the emission spectrum of FITC, a fluorochrome that will be primarily de-
tected in the PMT1 detector. Note, however, that because of the width of the right tail of the
spectrum, there is a significant part of the FITC signal that will be detected in the PMT2 detec-
tor. In order to obtain an accurate measurement of a true signal in PMT2, the unwanted signal
from the FITC must be removed from the final data. This process is called compensation. In
order to do proper compensation, data must be collected from samples with each fluorochrome
alone. Figure 7B shows the appearance of a dot plot showing cells labeled only with FITC.
Figure 7B shows the signal on the PMT2 axis from the PMT1 fluorochrome. Figure 7C shows

Fig. 5. Diagram of a typical flow cell. Pressurized sheath flow enters from left and is accel-
erated through the cone area to a high-speed laminar flow. The sample, containing the cells,
enters from the sample insertion tube. The pressurization in the cone area compresses the sample
stream so that cells are forced into single file. Cells in single file pass through the laser beam.
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the same data after the application of compensation. The compensated data more accurately
reflects the biological levels of the markers of clinical interest.

The data from the cytometer are always sent to a computer for display, analysis, and storage.
A variety of classes of computers and operating systems have been used over the years. At this
time, nearly all systems will have either a Mac or PC attached. The manufacturers package
acquisition and analysis software with the cytometers. In addition, there are several analysis
software packages that can be used for evaluation of the data. The data are stored in a specific
binary file format that cannot be read by spreadsheet programs and other simple packages. The
data are usually displayed in two-dimensional (2D) plots or in one-parameter histograms. The
axis in either case is the intensity of the optical signal in that channel. In the basic 2D plot, each
dot represents the light intensity signal for a single cell in the two channels. For example, in
Fig. 7C, the dots representing the cells in the left population are low for both signals, whereas
the cells in the right population are bright in the PMT1 signal and low in the PMT2 signal. A
one-parameter histogram is used in situations where cells are only labeled with one label or
where evaluation of the dot plots has shown that a histogram display is not confounded. A
specific example of this is shown in Fig. 8. Figure 8A shows the histogram for the PMT1
signal for all cells. However, examination of a dot plot (see Fig. 8B) shows that there are two
distinct populations that overlap in their PMT1 signals. The cells only from region A are shown
in Fig. 8C and those from region B in are shown in Fig. 8D. The plot is Fig. 8E is the two
histograms from Fig. 8C and Fig. 8D displayed simultaneously, showing the two distinct popu-
lations that cannot be clearly distinguished in Fig 8A. Figure 8E is a type of plot called an
overlay plot. Figure 8B shows rectangular regions on a dot plot. The other types of region
commonly seen are polygonal and quadrants. There are other situations where a histogram plot
might be quite acceptable, however, it needs to be demonstrated that populations are not being
confounded. The data in Fig. 2 are an example of data where a histogram is acceptable to
differentiate populations that are low or high for the marker used on PMT1 here.

Fig. 6. Diagram of a generic optical section of a flow cytometer. Fluorescence light and
scattered laser light is collected and collimated by the focusing lens. Successive colors are
reflected by dichroic mirrors and purified by barrier filters before generating an electrical volt-
age in the photomultiplier tube.
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There are two values that are commonly used for data analysis: the percentage of cells or the
fluorescence intensity of the cells, in a specific region. The percentage values might be of all
cells within a viability gate or might be the percentage of cells within a specific subpopulation.
As acute leukemias can have a heterogeneous pattern of antigen expression, it is important to
differentiate tumor cells from normal populations so as to accurately define the
immunophenotype. A blast gate can be defined in analysis of bone marrow aspirates based on
the pattern of expression of CD45 vs SSC pattern (see below).

In the clinical setting, the vast majority of flow cytometry is analysis of cell populations.
However, there is an extension of flow cytometry that allows cells to be physically sorted. This
capability was part of the earliest systems and has advanced in speed and capacity. The current
generation of high-speed sorters can separate up to 4 different populations at speeds as high as
40,000 cells per second. Sorting is conceptually simple, but the hardware and software needed
to operate at these speeds are quite sophisticated. In contrast to the analyzers, the flow cell on a

Fig. 7. Example of compensation: (A) emission spectrum for fluorescein with filter regions
superimposed on the plot; (B) uncompensated fluorescence dot plot from cells labeled only
with FITC, (C) data for the same cell population with proper compensation to remove the FITC
signal from the PMT2 channel.
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sorter is vibrated by a piezoelectric crystal at high speeds; these are tuned to produce a stream
that breaks up into droplets that can only hold one or two cells. The cells pass through the laser
and the usual types of flow cytometry data are generated. The operator has previously cali-
brated the system so that the time between a cell being in the laser beam and being between the
charge plates is exactly known. The sorter operator has specifically identified the cell popula-
tions to be sorted using one or more gates. When a cell that fits the criteria to be sorted is
identified, the system initiates the sorting process. Figure 9 is a schematic diagram of the basic
sorting process. Sorting occurs because the system is able to put a specific positive or negative
charge on a single droplet. These charged droplets are then attracted to the deflector plate,
which has a standing charge of the opposite polarity. The cells are collected into a tube for
whatever clinical use is intended.

8. Clinical Uses of Flow Cytometry
8.1. Hematopathology: Lymphoma/Leukemia Typing

The World Health Organization (WHO) classification of hematopoietic neoplasms is based
on the definition of clinical entities based on morphology, immunophenotype, genetic abnor-
malities, and clinical features. Some hematopoietic neoplasms in the WHO classification sys-
tem have a specific immunophenotype, and diagnosis is very difficult in the absence of this

Fig. 8. Example of the use of gating to identify confounded data. (A) PMT1 signal for all
cells; (B) dot plot of PMT1 and PMT2 for the same data shown in (A) showing two popula-
tions; (C) PMT1 histogram for only those cells shown in region A; (D) PMT1 histogram for
only those cells shown in region B; (E) overlay plot showing histograms from (C) and (D) on
the same axes.
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immunophenotype (3). Therefore, diagnostic evaluation of a specimen suspected for a hema-
tological malignancy should include review of the immunophenotype by flow cytometry or
immunohistochemistry. Flow cytometry is clearly superior when evaluating hematopoietic
neoplasms for antibody-based therapy, such as Rituximab, Campath, Mylotarg, or Zenapax, as
the targeted antigen must be expressed on the cell surface for therapy to be effective. Flow
cytometry has also been shown to have greater sensitivity, reduced subjectivity, and faster
turnaround time compared to immunohistochemistry in the evaluation of lymphoid neoplasms

Fig. 9. Schematic demonstration of sorting. Cells pass through the flow cell and data are
collected. The flow cell vibrates to break the stream into droplets containing zero or one cell. If
the cell meets sort criteria, an electrostatic charge is applied as the cell passes between the
charge plates. Depending on whether a positive or negative charge was applied, the deflector
plates attract the charged droplets right or left, where the droplets are collected in a separate
tube.
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(4). In acute leukemias, flow cytometric immunophenotyping not only allows differentiation
between lymphoid and myeloid lineage (crucial for prognosis and treatment) but is also useful
for precise characterization of leukemias, and the pattern of antigen expression can be used to
detect minimal residual disease posttherapy in most patients (5).

The majority of mature lymphoid neoplasms in North America and Europe are of B-cell
origin. Diagnosis of a B-cell lymphoma requires first the identification of a neoplastic B-cell
population and then subclassification into an appropriate diagnostic category. Markers of
B-cell neoplasia include light-chain restriction, absence of normal antigens and presence
of antigens not normally present on mature B-cells. A B-cell population with restricted light-
chain expression is, with rare exceptions, considered a B-cell neoplasm. The expression of a
single immunoglobulin light chain by a B-cell population results in a unimodal pattern of stain-
ing with anti-light-chain reagents; one light-chain reagent (anti-kappa or anti-lambda) is posi-
tive and the other is negative in all of the malignant cells (see Fig. 10). One of the advantages of
flow cytometry is its ability to recognize monoclonal B-cells even in B-cell lymphopenia, in
the presence of polyclonal B-cells or among cells with cytophillic antibody (passively adsorbed
immunoglobulins from the plasma in vivo [e.g., monocytes, natural killer {NK} cells, activated
T-cells, or granulocytes]) (6). In addition, in normal or benign lymph node tissue, virtually
every B-cell expresses light-chain immunoglobulins and the lack of expression of surface
immunoglobulins among mature B cells also suggests the presence of a monoclonal B-cell
population (7). In samples containing monoclonal B-cells admixed with polyclonal B-cells, the
simultaneous analysis of other markers that are differentially expressed among benign and malig-
nant elements facilitates the detection of lymphoma cells. For example, the CD11c– B cells (region
in Fig. 11A) are polyclonal because both positive and negative cells are seen in the kappa (see
Fig 11B) and lambda (see Fig 11C) plots. In contrast, the CD11c + B-cells (region in Fig. 11D)
in the peripheral blood specimen from a patient with hairy cell leukemia can be monoclonal
(note single lambda positive population in Fig. 11F). Simple examination of the numbers of
cells staining with kappa and lambda will not be useful in this case. Delineating an abnormal
pattern of expression of antigens in B-cell neoplasia also allows subclassification into discrete
diagnostic categories. Examples of antigens useful in subclassification include CD5 and CD23
in CLL and mantle cell lymphoma, CD10 in follicular lymphoma, and CD11c as well as CD103
in hairy cell leukemia (3).

Mature T-cell and NK cell neoplasms are uncommon, accounting for only 12% of all non-
Hodgkin’s lymphoma (8). Flow cytometric detection of T-cell neoplasia is more challenging,
as one does not have as sensitive a marker for clonality. Indicators of T-cell neoplasia include
subset restriction, absence of normally expressed antigens, presence of abnormal antigens, and
abnormal levels of T-cell antigen expression (9–11). In normal reactive lymphoid populations,
there is a mixture of CD4- and CD8-positive cells. However, mature clonal T-cell populations
are restricted in CD4 or CD8 expression (majority CD4+ and CD8–, although CD4–/CD8+,
CD4–/CD8–, and CD4+/CD8+ can also be observed) in a manner similar to light-chain restric-
tion in B-cell neoplasms. Because 75% of mature T-cell neoplasms fail to express at least one
T-cell antigen (see Fig. 12), analysis for the absence of a T-cell antigen is more useful than
subset restriction analysis. CD7 is most frequently absent, followed by loss of CD2, CD5, and
CD3. In T-cell neoplasms with antigen loss, two-thirds have greater than one pan-T-cell anti-
gen missing (9,10). In evaluating T-cell antigen expression, it is important to remember that a
small percent of peripheral blood CD3+ T-cells are CD7– and that a subset of normal gamma
delta T-cells do not express CD5. Detection of abnormal or inappropriate antigen expression is
useful in the diagnosis of T-cell neoplasias. Neoplastic T-cells can be detected as a homoge-
neous population with an abnormal level of antigen expression. For example, CD3 can be
expressed at a higher or lower level than normal as measured by staining with anti-CD3 (see
Fig. 12) (11,12). T-Cell large granular lymphocyte leukemias typically have abnormally dim
levels of CD5 expression. CD2, CD5, CD7, and CD45 can also be expressed at abnormal levels
in T-cell lymphoproliferative processes (13).



544 Weaver and Stetler-Stevenson

Fig. 10. Example of monoclonal light-chain population in a B-cell neoplasm: (A) all of the B
cells are kappa positive and lambda negative; (B) all of the CD19-positive B-cells are kappa
positive; (C) all of the CD19 positive B-cells are lambda negative.

A subgroup of clonal T-cell processes are not yet characterized by abnormal patterns of
antigen expression but by increased numbers of T-cell subpopulations normally present in low
numbers. In T-cell large granular lymphocyte (LGL) leukemia, CD8+ T-cells coexpressing
CD57, CD56, or CD16 are increased. Dim CD5 expression and absence of normal T-cell anti-
gens, such as CD7 and CD2, assist in the diagnosis. CD20, considered a B-cell antigen, is
expressed by a small subgroup of normal T-cells. Detection of a significant population of
CD20+ T-cells is highly abnormal. Also, a high level of gamma delta T-cells is suspicious for
malignancy. Flow cytometric analysis of the TCR-V beta repertoire can be helpful in determin-
ing T-cell clonality in these cases. Recent studies indicate that clonality can be determined in
the setting of increased numbers of T-cell LGLs based on expansion of a given TCR-V beta
family with a sensitivity of 93% and a specificity of 80% (14).

Acute leukemias are characterized by a rapidly growing, aggressive population of neoplastic
blasts. The distinction between lymphoid (ALL) and myeloid (AML) leukemia is crucial. Flow
cytometric evaluation of the immunophenotypic markers of lineage and stages of differentia-
tion allows a more precise classification of a leukemic process than morphology alone. The
WHO classification of acute leukemias uses cytogenetic, immunophenotypic and molecular
genetic data to define subgroups of leukemias with favorable or poor prognoses. Many of the
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Fig. 11. Use of CD11c expression to separate malignant from normal B-cells in a patient
with hairy cell leukemia: (A) the CD20-positive but CD11c-negative B-cell gate utilized; (B)
the B cells in the CD20-positive CD11c-negative gate are CD22 positive and polyclonal based
on kappa staining; (C) the B-cells in the CD20-positive, CD11c-negative gate are CD22 posi-
tive and polyclonal based on lambda staining; (D) the CD20-positive and CD11c brightly posi-
tive B-cell gate utilized; (E) the B-cells in the CD20-positive, CD11c-positive gate are CD22
positive and all kappa negative (monoclonal); (F) the B-cells in the CD20-positive, CD11c-
positive gate are CD22 positive and all lambda positive (monoclonal).

Fig. 12. Flow cytometric analysis of T-cell neoplasms: (A) malignant T-cells (in oval)
expressing CD3 but negative for CD2; (B) malignant T-cells (in oval) expressing abnormally
dim CD3 and negative for CD2.

genetically distinct diagnostic subgroups are closely associated with specific immunopheno-
types. Therefore, flow cytometric immunophenotyping can detect antigen profiles associated
with a specific molecular abnormality and prognosis (reviewed in ref. 15).

Because acute leukemias can have a heterogeneous pattern of antigen expression, it is
important to differentiate tumor cells from normal populations so as to accurately define the
immunophenotype. In the past, flow cytometric analysis of leukemia utilized FSC versus SSC
to define a gate. Using this gating strategy, antigen expression was described as the percent of
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gated events positive for a list of antibodies. As the analysis gate also contained the normal
nucleated erythroid precursors and lymphocytes, the reported percentages pertained to a mix-
ture of leukemic blasts and normal cells. In bone marrows virtually replaced by leukemic blasts,
essentially all of the cells are blasts and this strategy is useful. However, when normal elements
are present in significant numbers, an analysis gate specific for blasts must be used. When the
expression of CD45 vs SSC pattern for bone marrow elements is examined, cells can be segre-
gated into distinct populations, including lymphocytes, monocytes, granulocytes, nucleated red
cells, and blasts (see Fig. 13) Thus, these two parameters can be used to define a blast gate
(characterized by low SSC and dim CD45) that contains few normal cells (16,17).

Flow cytometry is essential for determination of lineage in ALL. ALL cells typically occupy
the blast gate on CD45 vs SSC, although in select cases, CD45 expression can be dimmer than
usual and CD45-negative blasts (in the region of normal erythroid precursors on CD45 vs SSC)
can be identified. ALL blasts have an immature T- or B-cell immunophenotype and can express
TdT and CD34. However, expression of myeloid antigens such as CD13, CD33, and CD15 is
common. For this reason, classification of ALL is based on a panel of T-cell, B-cell and
myeloid antibodies.

Acute lymphoblastic leukemia blasts have an immature immunophenotype and typically
express CD19 and CD10. B-ALL is subclassified into B-precursor ALL, pre-B-ALL, and
mature B-cell ALL based on immunoglobulin expression. B-Precursor ALL does not express
immunoglobulin, whereas pre-B-ALL is positive for cytoplasmic but not surface immunoglo-
bulin. Mature B-cell ALL has surface immunoglobulin. Because cytoplasmic immunoglobulin
is no longer regularly analyzed in the clinical flow cytometry laboratory, both B-precursor
ALL and pre-B-ALL are often grouped together based on negativity for surface immunoglobu-
lin and called B-precursor ALL. They typically express CD19, CD10, CD34, HLADR, and
TdT and are usually positive for CD22 and CD24. Mature B-cell ALL, in addition to surface
immunoglobulin, has brighter CD45, CD19, CD20, CD22, CD24, and CD10 but is negative for
CD34 and TdT. As the immunophenotype in B-cell lineage ALL is associated with molecular
abnormalities and prognosis, flow cytometric immunophenotyping can also be used as a screen
to select cases for molecular analysis (for review, see ref. 16).

The blasts in T-cell lineage ALL often are not contained in the CD45 vs SSC blast gate and
might overlap with the brighter CD45 mature lymphocyte and monocyte gates. Although the
most specific marker for T-cell lineage in ALL is CD3, T-ALL is usually negative for surface
CD3, necessitating intracytoplasmic staining for this antigen. As intracytoplasmic staining has
a higher background, one must be careful not to overinterpret apparent dim CD3 staining as
real and indicating T cell lineage. CD7 is the most sensitive marker for T-ALL but is less
specific than CD3, as it is frequently expressed by myeloid leukemias. CD2, CD1a, CD5, TdT,
and CD34 are also observed in T-ALL. CD4 and CD8 are typically double positive or double
negative (for review, see ref. 16).

Flow cytometric immunophenotyping plays an important role in the WHO classification of
AML. Flow cytometry is not only specific in differentiating AML from ALL but is also highly
useful in identifying granulocytic, monocytic, erythroid, and megakaryocytic differentiation.
Both the pattern of antigen expression as well as where the blasts fall on a CD45 vs SSC data
plot help to subclassify AML. In addition, many of the specific genetically identified sub-
groups tend to have distinct immunophenotypic features.

Blasts in AML have an immature phenotype and can express CD13, CD33, CD117 and
myeloperoxidase. CD34 and HLADR might be positive but are not lineage specific. In addi-
tion, the blasts can express the lymphoid antigens TdT, CD56, and CD7. With increasing matu-
ration, there is decreased expression of CD33 and increased CD13, CD15, and CD11b. In AML
with monocytic differentiation, the blasts can overlap with normal monocytes on the CD45 vs
SSC data plot and express monocytic antigens, such as CD14 and CD36. Erythroid differentia-
tion can be determined by bright expression of CD71 and glycophorin, whereas megakaryo-
cytic differentiation is characterized by bright CD61 and CD41 expression (for review, see
ref. 16).
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8.2. Hematology and Transfusion Medicine

Flow-cytometric-based methods are replacing older, more laborious protocols for testing of
red blood cells (RBCs) (for review, see ref. 18). Flow cytometric evaluation is useful in moni-
toring obstetrical patients. Following pregnancy with an Rh+ fetus, Rh– mothers can become
sensitized to the Rh factor and produce anti-Rh or D antigen antibodies. In future pregnancies,
this can result in fetal anemia or even fetal death. Because small amounts of fetal RBCs can be
detected in maternal blood in uncomplicated pregnancy and delivery, all Rh– women receive
prophylactic anti-Rh, or anti-D immunoglobulin at 28 wk of pregnancy and within 72 h of
delivery to prevent possible Rh alloimmunization. However, significant fetomaternal hemor-
rhage can occur under a number of conditions and the number of fetal RBCs must be quanti-
tated in maternal blood to determine the appropriate dose of anti-D immunoglobulin. The
Kleihauer–Betke test (KBT) for detection of fetal erythrocytes in maternal blood is based
the fact that acid elutes adult hemoglobin more rapidly than fetal hemoglobin from RBCs. The
intact fetal hemoglobin can be visualized by staining with erythrosine. This method, however,
has been shown to be subjective, not reproducible and insensitive. Flow cytometry is a highly
sensitive tool for detecting minor RBC populations. Using an antibody to fetal hemoglobin,
flow cytometry has been demonstrated to have superior precision in detecting fetal RBCs. In
addition, the flow cytometric method can differentiate hereditary persistence of fetal hemoglo-
bin from fetal RBCs in the maternal blood (19).

Flow cytometry has been used to study ABH and Rh blood group antigens (19). Flow
cytometry has been used to detect and quantitate RBC-bound antibody (IgG, IgM, and IgA)
and complement (C3) in autoimmune hemalytic anemia. Because the standard direct antiglobu-
lin test is sensitive and inexpensive, flow cytometry is only used in select conditions. Flow
cytometry can detect small amounts of IgG bound to RBCs in patients with indications of

Fig. 13. Staining pattern of CD45 vs side scatter for bone marrow: (A) mature granulocytes;
(B) mature monocytes; (C) mature lymphocytes; (D) blasts; (E) nucleated red cell precursors.
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autoimmune hemolytic anemia, but is a negative direct antiglobulin test by standard methods.
In addition, flow cytometry can be used to determine the IgG subclass of RBC-bound IgG.
Flow cytometry is also optimal for detecting autoimmune hemalytic anemia associated with
IgM autoantibodies reacting at 37°C (18).

Flow cytometry is highly useful in the clinical evaluation of platelets and allows testing
with little or no isolation or manipulation (for review, see ref. 20). Because the threshold for
platelet transfusions has been lowered in many institutions to 10,000 platelets/µL, it is impor-
tant that platelet counts be accurate at this lower range. Nonplatelet particles can interfere with
platelet counting by some methods. Enumeration of platelets by flow cytometry or
immunoplatelet counting is highly precise and accurate and eliminates the problem of
nonplatelet particles. In this method, platelets are labeled with an antiplatelet antibody and the
ratio of platelets to RBCs is measured. The platelet count is then determined using the RBC
count obtained from a hematology analyzer and the ratio of platelets to RBCs. This can be used
to calibrate hematology analyzers (21). In addition to quantitating platelets, flow cytometry has
been used for immunophenotyping platelets. Demonstration of abnormal patterns of expres-
sion of platelet receptors has been used to define several genetic disorders, including
Glanzmann’s thrombasthenia and Bernard–Soulier syndrome (20).

Reticulated platelets are the youngest platelets in circulation and their levels increase when
thrombopoiesis is stimulated. Measuring reticulated platelets is the most sensitive and specific
method to distinguish destructive or immune thrombocytopenia from marrow failure. Reticu-
lated platelets are large and have increased quantities of RNA. Upon staining of platelets with
fluorescent nuclear dyes, such as thiazole orange, all platelets take up dye in proportion to their
size. Reticulated platelets take up additional dye, resulting from RNA staining, that is lost upon
treatment with RNAase. This RNAase-sensitive labeling can be measured by flow cytometry
for an accurate reticulated platelet count (20).

Studies demonstrating immunophenotypic markers of platelet activation have markedly improved
platelet function testing. P-selectin, CD63, PCA-1, and LIBS only become exposed on the platelet
surface after activation. Flow cytometric immunophenotyping of platelets can reveal this acti-
vated phenotype, even when only low numbers of platelets are activated. More conventional
methods of measuring platelet activation show a threshold phenomenon and are primarily suited
for detecting platelet dysfunction. Flow cytometric testing, however, allows measurement of
platelet hyperfunction (20). Increased platelet activation in patients undergoing procedures such
as coronary angioplasty can help identify patients at risk for early restenosis who require
antiplatelet therapy (22). This technology can even prove useful in predicting risk of cardio-
vascular disease, allowing early preventative intervention.

Paroxysmal nocturnal hemoglobinuriais (PNH) is a hematopoietic disorder caused by dele-
tions, insertions, or point mutations in the phosphatidylinositolglycan complementation class
A (PIG-A) gene. This results in a total or partial deficiency of surface proteins attached to the
cell by a glycophosphatidylinositol (GPI) anchor. CD55 (decay accelerating factor [DAF]) and
CD59 (membrane inhibitor of reactive lysis [MIRL]) are affected in PNH. Both play an impor-
tant role in the regulation of complement activation and their deficiency in PNH leads to an
increased susceptibility of cells to complement mediated cell lysis. Because CD55 and CD59
are normally expressed at high levels on leukocytes, RBCs, and platelets and their levels are
consistently decreased in PNH hematopoietic cells, flow cytometric immunophenotypic analy-
sis of CD55 and CD59 is a sensitive test for PNH. Testing of CD59 alone, however, leads to a
high false-positive rate (23). Because red cells stain with the anti-CD55 and anti-CD59 anti-
bodies, it is difficult to achieve optimal antibody concentrations without a prelyse protocol. In
a stain–lyse-and-then–wash protocol, the mean fluorescence intensity (MFI) of leukocyte stain-
ing correlates with the number of RBCs present. By optimizing the staining protocol (using a
smaller blood volume and incubating longer), a nonlyse, nonwash method can be used that
allows for the simultaneous analysis of CD55 and CD59 on red cells, platelets, and leuko-
cytes (24).
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8.3. Histocompatibility Testing

Flow cytometry plays an important role in allogeneic transplantation (25,26). It has been
most useful in the detection of low-titer, or noncomplement fixing, antibodies. Originally insti-
tuted as a means for performing a “more sensitive” crossmatch, new technologies have given
additional utility to this technology. The flow cytometry crossmatch detects alloantibodies that
are not detectable by the standard complement-dependent cytotoxicity crossmatch. A positive
flow crossmatch, even when the complement-dependent cytotoxicity crossmatch is negative,
correlates with a increased risk of rejection and graft loss in solid-organ transplantation. In
stem cell transplantation, it may be associated with failed engraftment.

The flow cytometric crossmatching is performed by incubating transplant recipient serum
with donor lymphocytes. HLA antibodies, if present, bind to the surface of the lymphocyte and
are measured using a fluorescently labeled anti-human immunoglobulin.

Multiparameter cytometry then permits the simultaneous assessment of T- and B-cell reac-
tivities, which could help indicate the class of antibody present (human leukocyte antigen
[HLA] class I or class II). It became clear, however, that the specificity of the antibodies
detected in the crossmatch is important for proper interpreting a positive result. Thus, it was
important to discriminate between true HLA-specific antibodies and other non-HLA antibodies.

Recently, microparticles coated with purified Class I or Class II MHC (major histocompat-
ibility complex) proteins have been employed instead of donor cells (27). This test provides
sensitivity equal to the flow crossmatch, yet confirms the specificity of the antibody. In addi-
tion, this test can be used to profile patients awaiting transplantation. These data can help clas-
sify patients as “sensitized” or “nonsensitized” and aid in organ allocation or tailoring
immunosuppression. In addition to being useful prior to transplantation, flow cytometry can
also be used to monitor the development of donor HLA-specific antibodies posttransplant (for
review, see ref. 25). Early detection of donor-specific reactivity can indicate the beginning of
an unwanted immune response and provide an opportunity to modify immunosuppression prior
to graft damage. In summary, flow cytometry crossmatching and microparticle evaluations are
providing clinicians with better diagnostic information, which aids in clinical decision-making
and, ultimately, will lead to better graft survival.

8.4. Immunology

Standard phenotyping studies are used as part of the diagnosis of some types of genetic
immune deficiency state. For some conditions, such as severe combined immune deficiency, a
very basic panel of markers will immediately identify the magnitude of the problem. Other
conditions may require functional assays to identify the problem. For example, chronic granu-
lomatous disease is routinely diagnosed using a flow cytometric assay for oxidative burst activ-
ity (28).

Flow cytometry was the first method used to monitor the status of patients with human
immunodeficiency virus (HIV). Initially, it was found that the level of CD4+ cells in the blood
of HIV patients correlated well with clinical status (29). The relationship was powerful enough
that the US FDA (Food and Drug Administration) accepted the use of CD4 counts as a surro-
gate marker for evaluating the efficacy of treatments for HIV infection. More recently, other
measurements, including direct measurement of viral RNA in blood, have been developed to
complement CD4 counts (30). Other markers, such as the level of the activation marker CD38
on CD8+ cells, have also been shown to be highly predictive of health status (31). The expres-
sion of activation markers can also be a useful diagnostic in neonatal sepsis, where CD64 is
strongly upregulated

Defects in regulation of the immune system can lead to a number of different autoimmune
syndromes. As with other immune conditions, flow cytometric assays play important roles in
diagnosis and in monitoring for a number of these conditions. For example, in autoimmune
lymphoproliferative syndrome, one of the major diagnostic criteria is the presence of a trio of
significant numbers of rare cells, specifically T-cells with TCR-beta without CD4 or CD8,
CD20-postive B-cells also expressing CD5, and T-cells with both CD3 and HLA-Dr (32).
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A relatively new use for flow cytometry is the use of multiplexed bead assays to measure
soluble proteins. This assay uses the multicolor capability of the flow cytometer to allow simul-
taneous evaluation of mixed populations of beads. The beads are chemically labeled with vary-
ing intensities of one or two fluorochromes and then a monoclonal antibody labeled with another
fluorochrome is used to measure the test analyte. This assay can be used to simultaneously
measure up to 10 proteins in a standard flow cytometer or up to 100 proteins using a dedicated
system. The applications of this technology are limited only by the availability of the test re-
agents. Applications include evaluation of cytokines or soluble cytokine receptors to assist
diagnosis of sepsis, certain autoimmune conditions, transplant rejection, some cancers, and
viral infection (33). The clinical usefulness of many of these new reagents is an area of active
research and the number of available reagents can be expected to rapidly increase.

8.5. Stem Cells

Peripheral blood stem cells are replacing bone marrow as a source for hematopoietic pro-
genitor cells in transplantion of cancer patients after myelosuppressive or high-dose chemo-
therapy. The reasons for this switch include the greater ease of collection by apheresis,
elimination of the need for general anesthesia of the donor, rate of hematological reconstitution
of the recipient, and decreased medical care costs. However, because the minimum number of
CD34-positive hematopoietic progenitor cell required is (2–) 5 × 106/kg recipient body weight
(34,35), multiple aphereses must be performed to collect a sufficient number to ensure ad-
equate engraftment. Also, because less than 0.1% of nucleated peripheral blood cells in normal
controls are CD34-positive cells (36), peripheral blood stem cell numbers are increased (or
mobilized) by administering colony-stimulating factors. Flow cytometry is used to enumerate
CD34-positive progenitor cells in the peripheral blood of donors undergoing mobilization to
determine when apheresis should start and when sufficient number of hematopoietic progenitor
cells are collected for engraftment (for review see ref. 37). The absolute count of CD34-posi-
tive cells in the donor peripheral blood is predictive of the number of CD34-positive cells in the
apheresis product and, thus, can be used to determine when apheresis should start. Decisions
concerning growth factor administration and further apheresis collections are made based on
the number of CD34-positive cells collected in each apheresis. As crucial treatment decisions
are made based on absolute CD34 counts, it is important that methods be standardized and
strict quality control be applied. Multicenter studies demonstrated variability between labora-
tories and served as an impetus for further standardization of methods. Propriatary kits are
available that utilize optimal anti-CD34 antibodies (class III), provide for minimal manipula-
tion, and include beads to allow direct quantification of the number of cells per unit volume.
The ISHAGE multiparametric sequential gating technique showed closest agreement between
labs (38). This approach involves cumulative gating based on light scatter characteristics, dim
expression of CD45, and expression of CD34. Only cells within the appropriate cumulative
gates are counted. By including fluorescent counting beads, an absolute CD34-positive cells
count can be directly determined by flow cytometry. Additional markers can be included for
further characterization of the CD34-positive cells. Standardization of absolute CD34-positive
cell counting using the single-platform ISHAGE method resulted in decreased differences
among laboratories in a multicenter trial (39).

8.6. On the Horizon

Flow cytometry has shown significant technological advances since the initial creation of
the systems in the 1970s. Here are some of the advances that are on the horizon and can be
found on clinical flow cytometers in the near future. The current generation of analyzers can
acquire data at speeds of 3000 cells/s without discernable loss of data. The latest sorters now
operate above 40,000 cells/s; it is reasonable to expect these faster electronics to appear in
analyzers. A related issue is that of automation, most analyzers now require an operator to load
each tube on and off of the cytometer. The latest generation of clinical cytometers automate
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sample loading through either tube carousels or 96-well plates. This trend is likely to continue
and be extended into electronic reporting of results. An additional improvement is the develop-
ment of additional fluorochromes. Some of these, such as Cy7, have emission in spectral ranges
not currently used, an alternate approach is the development of nanocrystals (see http://
www.qdots.com), which have narrower emission spectra. This should allow more markers to
be analyzed in the current spectral range. Combining both approaches could lead to clinical
cytometers capable of simultaneous analysis of eight or more markers in a single tube. A final
flow cytometry application is the use of bead assays for soluble analytes. These are starting to
appear on the market and the use of multiplexing bead strategies will allow many tests to be run
with very small sample volumes. There is no doubt that other improvements and new ideas will
add to the utility and versatility of this technology for many years to come.

9. Summary and Conclusions
In conclusion, flow cytometry is a powerful technology that is currently being used to pro-

vide valuable data in a variety of clinical situations. As the technology becomes more powerful,
these instruments will move into new areas of clinical practice to provide data in a rapid, accu-
rate, and cost-efficient manner.

10. Additional Resources
10.1. Books

Flow Cytometry: First Principles, by Alice Givan, Wiley, Hoboken, NJ (2001). This is a good
first book to give an overview of the field with some emphasis on clinical cytometry.
Practical Flow Cytometry, 4th ed., by Howard Shapiro, Wiley, Hoboken, NJ (2003). This is
the single most complete and detailed book on flow cytometry available anywhere. Not for the
faint of heart or the casual reader, it is a must-have for serious flow cytometrists.

10.2. Journals

Clinical Cytometry, a journal of the International Society for Analytical Cytology (ISAC) and
the Clinical Cytometry Society
Journal of Immunological Methods

10.3. Professional Societies

International Society for Analytical Cytology (http://www.isac-net.org)
The Clinical Cytometry Society (http://www.cytometry.org)
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Immunocytochemistry

Patricia A. Fetsch

1. Introduction
Immunocytochemistry (aka immunohistochemistry), a technique used for the localization of

specific cellular antigens, was introduced to diagnostic tumor pathology about 20 yr ago. The
procedure allows for the visualization of antigens in tissue samples via the sequential applica-
tion of a specific antibody to the antigen (primary antibody), a secondary antibody to the pri-
mary antibody, an enzyme complex, and a chromogenic substrate. The enzymatic activation of
the chromogen results in a visible reaction product at the antigen site, which is interpreted
using a light microscope. Immunocytochemistry is routinely used in hospital laboratories to
diagnose cancers, identify infectious organisms, differentiate malignant from benign processes,
and reveal prognostic indicators.

2. Background
A tumor (neoplasm) is an abnormal mass of tissue in which the growth is uncontrolled and

progressive. Neoplasms can be benign (noninvasive) or malignant (invasive). Malignant tumors
have the capability to metastasize (i.e., spread from one organ to another not directly connected
with it). Metastasis of cancers can occur by seeding of body cavities whenever the neoplasm
penetrates into a natural open field, such as the pleural cavity, by transport through the lym-
phatic system, or by dissemination through the peripheral blood.

In many cases, tumors can be identified based on their histologic characteristics using rou-
tine hematoxylin and eosin–stained tissue sections. However, malignant tumors of diverse ori-
gin might sometimes resemble each other. At times, inflammatory (reactive) lesions might be
difficult to distinguish from cancerous ones. In addition, many cancer patients present with
metastases. In some, the primary tumor site is obvious on the basis of clinical or radiologic
features, but often, the origin of the tumor is ambiguous.

All cells in the human body, whether normal or malignant, express proteins (antigens) which,
in many cases, are specific to that particular cell type. Immunocytochemical detection of tis-
sue-specific or organ-specific antigens in the biopsy specimen of the primary tumor or meta-
static deposit can lead to the identification of the tumor source. For example, prostate-specific
antigen is a marker of tumors of the prostate gland. Thus, immunocytochemical stains are often
employed as a means of improving diagnostic accuracy in cases where the diagnosis based on
histologic appearance alone is uncertain.

3. Procedure
3.1. Sample Types

In routine hospital practice, when tissues are removed from a patient, they are either snap-
frozen or placed in formaldehyde. Prior to immunocytochemical staining, formaldehyde-fixed
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samples must be processed. Tissue processing includes dehydration, paraffin (wax) embed-
ding, and sectioning (cutting) of tissues. Both paraffin-embedded and frozen tissues are rou-
tinely cut in 4- to 5-µm sections and mounted on microscopic glass slides; paraffin-embedded
slides are then dried in a 60°C oven for at least 1 h. One slide is typically stained with hema-
toxylin and eosin for microscopic assessment of the tissue sample.

Cytologic samples can also be submitted to the laboratory for pathologic interpretation, and
these include cervical smears (i.e., Pap smears), fine-needle aspirates (i.e., samples collected
via the aspiration of cells from a lesion with a small bore needle), and body fluids. Processing
of cytologic samples most often involves preparations such as blood smears, cytospins (a cell
preparation system that uses centrifugal force to deposit cells on a microscope slide in a mono-
layer), or liquid-based, thin-layer preparations (ThinPreps™) (1–6). When the sample volume
is sufficient, the fluid can be centrifuged to form a pellet, which can then be placed in formal-
dehyde and processed in a manner similar to that for a tissue sample. This is referred to as a cell
block.

3.2. Fixation

Fixation prevents autolysis and preserves the antigens of excised tissues. As previously
stated, the most common tissue fixative is 10% neutral-buffered formaldehyde. Other fixatives
routinely used, particularly for frozen tissues and cytologic preparations, include acetone, alco-
hol, and paraformaldehyde (1,7). There is often a fine balance between good morphology and
the need for antigen preservation. In fact, some fixatives might not be optimal for the immuno-
cytochemical detection of certain antigens. Thus, when introducing a new antibody to the labo-
ratory, a variety of fixatives might need to be examined to determine optimal immunoreactivity.
Fixation time is also critical, as longer exposure to fixatives could decrease sensitivity in
detecting certain cellular antigens. Formaldehyde fixation of tissue specimens is typically
12–24 h, whereas cytospin samples are fixed in acetone or alcohol for 5–10 min or formalde-
hyde/paraformaldehyde for 10–15 min (1).

3.3. Pretreatment

Many antigens are altered during formaldehyde fixation and processing, because crosslinks
are formed to preserve protein structure. Antigenic determinants (epitopes) might be destroyed,
denatured, or masked, which could diminish or nullify their detection. Thus, pretreatment steps
are required in some instances to visualize certain antigens in formalin-fixed material. These
pretreatment steps include proteolytic digestion (i.e., trypsin, pepsin, proteinase K) and heat-
induced epitope retrieval, in which tissue sections are subjected to high-temperature heating in
a buffer solution using microwave irradiation, autoclaving, pressure cookers, or steaming in an
effort to unmask relevant antigens (8–13).

3.4. Avidin–Biotin Complex

The avidin–biotin complex (ABC) procedure is the most universally used immunocy-
tochemical technique, with a high sensitivity and low background (14). In this method, the
antigen in the specimen is recognized by a primary antibody. These primary antibodies are
typically commercially manufactured and are most often anti-human antibodies produced in
mice or rabbits. Next, a secondary antibody that is conjugated to biotin is applied and it attaches
to the primary antibody. An avidin–biotin complex is then added. The affinity between the pro-
tein avidin and vitamin biotin is very strong. Avidin has four sites capable of binding to biotin.
Three of the four binding sites are attached to biotin plus a peroxidase complex; the fourth site
binds to the biotin attached to the secondary antibody. Thus, this procedure amplifies the level
of staining intensity by increasing the number of potential binding sites. A chromogen is intro-
duced that reacts with peroxide in the ABC reagent to produce a colored reaction product repre-
senting the presence of the antigen. The most commonly utilized chromogen,
3,3'-diaminobenzidene, produces a permanent brown stain and is often used with a hematoxylin
(blue) counterstain. Table 1 presents a simplified step-by-step immunocytochemical procedure.
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3.5. Interpretation

When analyzing an immunostained specimen, deposits of colored chromogen indicate the
presence of the antigen and represent positive staining. Depending on the cellular location of
the antigen, the pattern of cell staining can be cytoplasmic, nuclear, or membrane, and focal or
diffuse.

3.6. Quality Control

A positive tissue or cell preparation should be used as a control for every separate primary
antibody in a run. This control is known to contain target elements of the antibody and is ideally
prepared in the same manner as the patient sample from fixation through processing whenever
possible.

Although every immunocytochemical run must include positive controls for each antibody,
a negative control for each sample is imperative for assessing nonspecific background staining
(15–19). For the negative control, a duplicate slide from the case under study is tested, and an
irrelevant antibody or nonimmune serum from the sample animal (i.e., mouse or rabbit) is
applied in place of the primary antibody (2,16). This slide is then used to assess nonspecific
staining of the sample as a result of crossreactivity of immunogens other than those for which
the primary antibody is testing. This positive staining, which is not a result of antigen–antibody
binding, is termed nonspecific background stain. The most common cause of this is the attach-
ment of protein to highly charged collagen in the specimen. In particular, tissues such as the
kidney and liver and tumors arising from them contain a high level of endogenous biotin, which
can result in background staining that is often difficult to interpret without appropriate pretreat-
ment steps. Therefore, it is imperative to consistently include a negative specimen control on
all test samples for background staining assessment. True immunoreactivity in the test samples
must be of a greater intensity than that seen on the negative control sample.

4. Applications
4.1. Differential Diagnosis of Tumors

There are hundreds of antigens identifiable by the immunocytochemical technique, and a
practical approach should be taken when using immunostains to help narrow the differential
diagnosis.

When dealing with a neoplasm of unknown etiology, it is advisable to work up the case in a
sequential manner, using discriminating antibodies first to categorize the malignancy as to the
cell type of origin (see Table 2), followed by testing with confirmatory antibodies (see Table 3).
There is often overlapping immunoreactivity in many tumors and expression of antigens in meta-
static malignancies is often heterogenous, so it is best to use a number of antibodies to obtain
the appropriate diagnosis. Monoclonal antibodies (produced in mice) provide the greatest speci-
ficity and produce the least amount of background staining compared to polyclonal antisera,
which are usually made in rabbits.

The following is a brief description of the most commonly used markers in clinical laboratories.

4.1.1. Mesothelial Markers

Mesothelial cells are flattened epithelial cells that line the serous body cavities (i.e., abdo-
men, pericardium, thorax). Spontaneous accumulation of fluid in a serous cavity above the
normally small amount is referred to as an effusion and might be caused by inflammation, fluid
overload, or a malignant neoplasm. When an effusion develops in one of these cavities, mesothe-
lial cells could exfoliate and large numbers might be found in the fluid. These cells can be benign,
as in the case of a reactive/inflammatory effusion, or malignant. Malignant effusions can be the
result of metastatic tumor cells or malignant mesothelial cells. Malignant mesotheliomas are
tumors derived from these types of cells.

1. Epithelial membrane antigen (EMA). EMA belongs to a group of proteins known as human
milk-fat globule membrane proteins. It is present in a wide variety of epithelia of both normal
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and neoplastic types (20–25). A distinctive EMA pattern in malignant mesothelioma shows a
characteristic “thick” cell membrane staining in the periphery of cell clusters, which highlights
the long microvillus projections associated with these types of cells (26).

2. Calretinin. Calretinin is a neuron-specific-calcium binding protein that is strongly expressed
in neural tissues and certain non-neural cell types, including mesothelium (27–34). Antibodies
to this protein are strongly immunoreactive with malignant and benign mesothelial cells, as
evident by both a cytoplasmic and nuclear type of staining pattern, described by one group as
a “fried-egg” appearance (35–38). It is of great value in differentiating effusions because of
mesothelial cells origin (typically calretinin positive) from those caused by metastatic tumor
cells (typically calretinin negative).

Table 1
Simplified Immunocytochemical Staining Procedure
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4.1.2. Carcinoma Markers

Carcinomas are malignant neoplasms derived from epithelial cells. Adenocarcinomas are a
subtype of carcinoma in which the cells are in a glandular or glandlike pattern. Examples in-
clude breast, colon, ovarian, prostate and some lung cancers.

1. Cytokeratins (CKs). Cytokeratins are intermediate-sized (10-nm) monofilaments found in the
cytoplasm of almost all true epithelial cell types and form part of the cytoskeletal complex in
the epidermis and in most other epithelial tissues (20,39–41). The tissue-specific distribution

Table 1 (continued)

*Digestion/heat induced epitope retrieval is
performed if indictated

PBS, phosphate buffered saline.
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Table 2
Initial “Screening” Markers for Various Malignancies

Neoplasm Category In general, immunoreactive with antibodies to

Carcinoma Cytokeratin (CK)
Germ cell Placental alkaline phosphatase
Lymphoid Leukocyte common antigen (CD45)
Melanoma S-100 protein
Mesothelioma Calretinin
Neuroendocrine Neuron-specific enolase
Sarcoma Vimentin

of these intermediate filaments is generally well preserved in neoplasms and forms the basis
for the use of antibodies to keratins (40,41). Antibodies to CK are used to identify normal and
malignant cells of epithelial origin, with a cytoplasmic staining pattern. Most adenocarcino-
mas as well as mesotheliomas show intense immunoreactivity with CKs (33).
Cytokeratin-specific antibodies that are directed toward epitopes expressed in a limited num-
ber of epithelial cells can assist in identifying the site of primary or metastatic neoplasms.
Antibodies to CK7 and CK20 are the most widely studied and used in this context, especially
when used in combination (42).

2. Tumor-associated glycoprotein (B72.3). B72.3 is an antibody that recognizes a tumor-associ-
ated oncofetal antigen. It is present in a wide variety of adenocarcinomas, including those
originating from lung, gastrointestinal tract, pancreas, breast, endometrium, and ovary (33,43).
It is not expressed by leukemias, lymphomas, sarcomas, melanomas, or benign tumors
(20,21,25,44,45). The antigen is present on normal secretory endometrium, but not on other
normal tissues. Positive immunoreactivity is indicated by a membrane staining pattern.

3. Human epithelial antigen (BerEP4). BerEP4 is an antibody prepared by the immunization of
mice with cells from the MCF7 breast cancer cell line and reacts with two glycoproteins present
on the surface and in the cytoplasm of epithelial cells (20,21,45). BerEP4 stains the majority of
adenocarcinomas, but in contrast to all other antiepithelial antibodies, the antibody does not
label mesothelial cells (33,46,47). The antibody does not react with nerve, glial, muscle, or
mesenchymal tissue, including lymphoid tissue (33). Positive reactions with BerEP4 can be
evidenced by membrane staining, which can be in conjunction with cytoplasmic staining.

4. Carcinoembryonic antigen (CEA). CEA was first described as a specific marker for colon
cancer (20,21,25,44,45,48,49). It is highly specific for adenocarcinoma cells and is typically
negative in benign, reactive, and malignant mesothelial cells (21,33). There is little or no reac-
tivity with nonmalignant tissues, except for granulocytes. Immunoreactivity with this anti-
body, indicated by a cytoplasmic staining pattern, is associated with colorectal carcinomas, as
well as some lung, breast, and gastric cancers (33).

5. Thyroid transcription factor-1 (TTF-1). TTF-1 is a tissue-specific transcription factor expressed
in the thyroid and lung (50). Immunoreactivity with this antibody, indicated by a nuclear stain-
ing pattern, is associated with thyroid and primary lung cancers (33,51).

6. Prostate-specific antigen (PSA)/prostatic acid phosphatase (PAP). PSA is a serine protease
present in high levels in semen; PAP is an isoenzyme of acid phosphatase found in large
amounts in the prostate and seminal fluid. Antibodies to PSA and PAP react with normal and
neoplastic prostate tissue and are, thus, useful in the diagnosis of prostate cancer (33,52).

7. Cancer Antigen 125 (CA 125). CA 125 is a marker most strongly associated with epithelial
ovarian tumors, although it is not a specific marker of ovarian cancer and can be detected
immunocytochemically in breast and lung cancers as well as mesotheliomas (33,53–55). How-
ever, the morphological distinction between primary ovarian cancer and metastatic adenocar-
cinoma to this location can be difficult, and the addition of CA 125 to a panel of antibodies can
be of benefit for that distinction.
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Table 3
Confirmatory Markers for Various Malignancies

Carcinomas
Breast CK7+, CK20–, Ber-EP4+, B72.3+, ER+, PR+
Colon CK7–, CK20+, CEA+, 19-9+, Ber-EP4+, B72.3+
Lung–non-small-cell CK7+, CK20–, TTF-1+
Ovarian CK7+, CK20+/–, B72.3+, CA125+
Prostate CK7–, CK20–, PSA+, PAP+
Renal cell CK7–, CK20–, EMA+, CD10+, vimentin+
Thyroid CK 7+, CK 20–, TTF-1+

Lymphoid
B-Cell lymphomas CD20+, CD79a+
T-Cell lymphomas CD3+
Hodgkin’s CD15+, CD30+

Lymphoma vs reactive lymph node
Hyperplasia (reactive) Bcl-2–, no clonality
Malignant lymphoma Bcl-2+, shows either kappa or lambda clonality

Melanocytic
Melanoma HMB45+, MART-1+, tyrosinase+

Germ cell
Choriocarcinoma CK+, AFP-, HCG+
Embryonal CK+, CD30+, CK7+, CK20–
Seminoma CK–, AFP–, HCG–, CD30–
Yolk sac CK+, AFP+, CD30–

Mesothelial
Reactive EMA+/–, BerEP4–, calretinin+
Malignant mesothelioma EMA + (thick membrane), BerEP4–, calretinin+

Neuroendocrine
Carcinoid Synaptophysin+, chromogranin+, CK+, CK7–,

CK20–
Small-cell-lung carcinoma Synaptophysin+, CK+, CEA+, TTF-1+
Islet cell tumor of the pancreas Synaptophysin+, chromogranin+, CK+,

glucagon+, insulin+
Paraganglioma Synaptophysin+, chromogranin+, S100+, CK–

Sarcoma
Ewing’s/primitive neural ectodermal tumor S100–, CD99+
Gastrointestinal stromal tumor CD34+, CD117+
Leiomyosarcoma S100–, actin+, desmin+
Rhabdomyosarcoma S100+/–, actin+, desmin+, myogenin+
Synovial S100–, CK+, EMA+
Vascular S100–, CD31+, CD34+, factor VIII+, CK+/–

Miscellaneous
Infectious CMV, SV40, HHV8, EBV LMP
Prognostic Ki-67, p53, Her2/neu, ER/PR,CD117

4.1.3. Germ Cell Markers

Germ cell tumors are derived from the cells responsible for reproduction (i.e., ovum and
spermatozoon). These tumors occur primarily in the ovary and testes and include seminomas,
dysgerminomas, embryonal carcinomas, yolk sac tumors, choriocarcinomas, and teratomas.

Placental alkaline phosphatase (PLAP) is a membrane-bound enzyme normally produced by
primordial germ cells and syncytiotrophoblasts of the placenta, and the detection of its expres-
sion has been useful in the diagnosis of germ cell tumors (33,56–58). α-fetoprotein (AFP), a
major fetal serum protein normally produced by the fetal yolk sac, can be detected immunocy-
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tochemically in nonseminomatous germ cell tumors (33,59). Human chorionic gonadotropin
(β-HCG) is synthesized by syncytiotrophoblastic cells in choriocarcinoma, and antibodies to
HCG are useful in that diagnosis (33,60).

4.1.4. Malignant Melanoma Markers

Malignant melanomas are neoplasms derived from cells capable of forming the pigment
melanin, and they arise most commonly in the skin or eye.

S-100 protein is a calcium-binding protein found in glial cells, melanocytes, chondrocytes,
and adnexal glands of the skin (61–65). Many malignant neoplasms express S-100 protein, and
practically all malignant melanomas show immunoreactivity in the nucleus and cytoplasm.
Various antibodies can be used for the sensitive and specific diagnosis of malignant melanoma.
These melanoma-associated antigens include the following: HMB45, an antibody directed
against a premelanosome glycoprotein (gp100); MART-1 (melanoma antigen recognized
by T-cells), a melanocyte-specific transmembrane protein; and tyrosinase, the rate-limit-
ing enzyme in melanin synthesis (33,64–67). Interestingly, these melanoma-associated anti-
gens are recognized by both CD4+ and CD8+ T-cells in a human leukocyte antigen-restricted
fashion and can evoke powerful immune responses. Peptides derived from these antigens are
currently being utilized as a target for T-cells in numerous melanoma immunotherapy proto-
cols (68).

4.1.5. Lymphoid Markers

Lymphoid neoplasms are malignant proliferations of white blood cells. These tumors include
leukemias (an abnormal proliferation of leukocytes in the blood and bone marrow) and lympho-
mas (neoplasms of lymphoid tissue, arising as discrete tissue masses). Lymphocytes are white
blood cells produced by lymphoid tissue and are classified as either B-cell or T-cell. B-cell
lymphomas include Burkitt, follicular, diffuse large cell and mantle cell lymphoma; T-cell lym-
phomas include adult T-cell leukemia/lymphoma and anaplastic large-cell lymphoma.

The cell surface antigens of leukocytes have been assigned cluster of differentiation (CD)
designations. There are over 200 human leukocyte differentiation antigens. CD45 (leukocyte
common antigen) is a membrane protein found on all leukocytes (69). Markers of B-cell lin-
eage include CD19, CD20, CD22, and CD79a (70–73), whereas markers of T-cell lineage
include CD3, CD4, CD5, CD7, and CD8 (74). Reed–Sternberg cells of Hodgkin’s disease are
marked by CD15 and CD30 (75–77).

4.1.6. Neuroendocrine Markers

Neuroendocrine tumors are neoplasms that share morphologic and biochemical features with
cells of the neuroendocrine system. These tumors include carcinoids, small-cell carcinomas of
the lung, and islet cell tumors of the pancreas.

Neuron-specific enolase (NSE) is found in a variety of normal and neoplastic neuroendo-
crine cells and predominates in the brain. Antibodies to NSE react with neuroendocrine as well
as a variety of tumors, including melanomas, astrocytomas, glioblastomas, and gangliomas
(33,78,79). Other neuroendocrine markers include chromogranin, a major constituent of neu-
roendocrine secretary granules (80), and synaptophysin, a calcium-binding glycoprotein that is
the most abundant integral membrane protein constituent of synaptic vesicles of neurons
(81,82). Islet cell tumors of the pancreas and carcinoids typically express both chromogranin
and synaptophysin (33,83,84).

4.1.7. Sarcoma Markers

Sarcomas are connective tissue neoplasms formed by the proliferation of mesodermal cells
and are usually highly malignant.

Vimentin is an intermediate filament protein that is ubiquitous in soft tissues, although not
considered to be cell-type-specific (85). Desmin and actin are markers of striated and smooth
muscle cells and are used in the diagnosis of tumors of muscle origin, such as rhabdomyosar-
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coma (33,86). Endothelial cell markers such as CD31 and factor VIII-related antigen are often
expressed by vascular tumors such as angiosarcomas (33,87). Ewing’s sarcoma is character-
ized by high MIC2 cell surface antigen expression, a glycoprotein detected by anti-CD99
(33,88,89).

4.2. Therapy-Linked Diagnostics/Prognostic Indications

The prognosis, or outcome of a disease, is dependent on many factors, including tumor type,
histologic size and grade, and lymph node status. In addition, independent biologic markers
have been identified that are often important prognostic determinants. All of these factors can
be used to make management decisions, which direct the course of treatment for the cancer
patient.

Many prognostic biologic markers can be identified immunocytochemically, and the results
of these tests often have direct, immediate therapeutic implications for many types of cancer.
The antigens are usually evaluated semiquantitatively, both in terms of the proportion of tumor
cells showing positivity and the strength of the reaction. Hormone receptors such as estrogen
and progesterone receptors on breast cancer cells can be assessed in this manner, and the pres-
ence of these receptors is a favorable prognostic indicator, because women whose tumors are
estrogen and progesterone positive have a higher rate of response to endocrine therapy (90,91).

Detection of the overexpression of proto-oncogenes such as CD117 (c-Kit) and c-erb-B2
(HER-2/neu) also have prognostic value as predictors of those tumors more likely to respond to
adjuvant chemotherapy. For example, antibodies to human epidermal growth factor receptor-2
(HER-2) are currently used immunocytochemically for the assessment of breast cancer patients
for whom Herceptin® (trastuzumab) treatment is being considered (92–94). CD117 is an epitope
on the extracellular domain of the transmembrane kinase receptor Kit, the product of the proto-
oncogene c-kit, and can be detected on the cell surface of various malignant cell types. Imatinib
mesylate (Gleevec®) is a tyrosinase kinase inhibitor that selectively acts on mutated Kit and is
currently used as targeted molecular therapy in the treatment of chronic myelogenous leukemia
and gastrointestinal stromal tumors (95–98).

4.3. Identification of Infectious Agents

Immunocytochemistry can be used for the diagnosis of infectious disease, most often in
cases of viral infections such as hepatitis B, cytomegalovirus, human polyoma BK virus/simian
virus 40 (SV-40), and herpesviruses (HHV8, EBV LMP). For example, Epstein–Barr virus
latent membrane protein (EBV LMP) is a viral protein that serves as a marker of EBV infec-
tion, which, interestingly, is also associated with the etiology of Hodgkin’s lymphoma (99).
Another example of this use of immunocytochemistry is in cases of BK viral infections, which
can occur in immunocompromised patients. In the kidney, this infection is associated with
mononuclear interstitial inflammatory infiltrates and tubular atrophy, findings that can be diffi-
cult to distinguish from acute transplant rejection (100). Immunocytochemistry can provide
rapid and sensitive results in this scenario to demonstrate BK virus infections using antibodies
to SV-40 (101).

5. Conclusion
Therapeutic procedures can alter the course of disease and life-span of the cancer patient. In

most instances, obtaining a correct diagnosis and appropriate treatment as early in the disease
as possible improves the patient’s prognosis and quality of life. In current practice, a diagnostic
decision is based on tumor morphology, as well as clinical and radiologic findings. In cases
where cell morphology is not definitive, the pathologist might base the diagnosis on whether a
certain protein is expressed or not by the cells in question. The availability of specific mono-
clonal antibodies has greatly facilitated the identification of cell proteins and, thus, immunocy-
tochemistry has become indispensable in the practice of diagnostic pathology. In fact, the
combined results of morphologic and immunocytochemical examinations form the basis of
most tumor classifications today.



564 FetschFig. 1. A 74-yr-old male presented with fluid (ef-
fusions) in his left and right pleural cavities. The
clinical differential included reactive vs malignant
etiology. The pleural fluid was tapped for diagnostic
evaluation, and cytologic analysis showed an atypi-
cal mesothelial cell proliferation. Formalin-fixed,
paraffin-embedded cell block sections prepared from
the pleural fluid were stained with antiepithelial
membrane antigen (EMA). A strong, thick mem-
brane staining pattern is seen in the atypical cells.
This distinctive pattern is often characteristic of ma-
lignant mesothelial cells and highlights their long
microvillus projections. Diagnosis: malignant me-
sothelioma.

Fig. 3. A 72-yr-old female with a history of
colon cancer presented with a pleural effusion.
The clinical differential included infectious vs
metastatic disease. The fluid was tapped and
showed numerous atypical cells. Formalin-
fixed, paraffin-embedded cell block sections
were stained with anti-B72.3. B72.3 is an anti-
gen expressed by a wide variety of adenocarci-
nomas, including 85–95% of colon cancers. A
membrane staining pattern is seen in the atypi-
cal cells. Diagnosis: colorectal carcinoma with
metastatic pleural effusion.

Fig. 4. A 38-yr-old female presented with a neck
mass. The clinical differential included reactive vs
malignant etiology. A fine-needle aspirate of the
mass was performed, and cytologic examination
showed red blood cells, lymphocytes, neutrophils,
and atypical cells singly and in clusters. An alcohol-
fixed cytospin prepared from the aspirate was stained
with anti-cytokeratin. Positive staining with
cytokeratin indicates an epithelial origin of the atypi-
cal cells. A cytoplasmic staining pattern is seen in
the atypical cells. Diagnosis: poorly differentiated
carcinoma.

Fig. 2. A 60-yr-old female newly diagnosed with
ovarian cancer and undergoing treatment developed
a moderate right pleural effusion. The clinical dif-
ferential included benign/reactive vs malignant eti-
ology. A tap of the effusion showed red blood cells,
reactive mesothelial cells, lymphocytes, and numer-
ous atypical cells. Formalin-fixed, paraffin-embed-
ded cell block sections were stained with
anticalretinin. A nuclear and cytoplasmic staining
pattern is shown in the reactive mesothelial cells
whereas the atypical cells are negative. This case
highlights the role of calretinin immunoreactivity in
discriminating mesothelial cells (typically positive)
from adenocarcinoma cells (typically negative) us-
ing antibodies to calretinin. Diagnosis: adenocarci-
noma with ovarian primary.

Note: All figures in this chapter are stained with the diaminobenzidene chromogen (brown stain/
positive immunoreactivity) and hematoxylin (blue counterstain).



Immunocytochemistry 565Fig. 5. A 70-yr-old female presented with a left
adnexal mass. The differential diagnosis included
colon vs ovarian cancer. The 14-cm mass was re-
moved and showed histologic features characteristic
of serous carcinoma of the ovary. Formalin-fixed,
paraffin-embedded tissue sections were stained with
anti-CA125. The malignant cells show a membrane
staining pattern. This case highlights the role of
CA125 immunoreactivity in discriminating between
primary and metastatic carcinomas of the ovary
(typically positive) and intestine (typically nega-
tive). Diagnosis: serous carcinoma of the ovary.

Fig. 6. A 28-yr-old male presented with multiple
thyroid nodules and enlarged palpable cervical
lymph nodes; he had no other previous symptoms.
The clinical differential included benign goiter/re-
active lymph node vs malignant thyroid/reactive
lymph node vs malignant lymphoma. A fine-needle
aspirate of the thyroid showed numerous lympho-
cytes and red blood cells, as well as large atypical
cells. Formalin-fixed, paraffin-embedded cell block
sections were stained with anti-CD30. CD30 is an
antigen expressed on the Reed–Sternberg cells of
Hodgkin’s lymphoma. A strong membrane staining
pattern is seen in this atypical cell. Diagnosis: Clas-
sical Hodgkin lymphoma.

Fig. 7. A 73-yr-old male presented with enlarge-
ment of the testes. A right orchiectomy was per-
formed and a 10-cm mass was removed. The
differential diagnosis based on histologic examina-
tion included seminoma, melanoma, and carcinoma.
Formalin-fixed, paraffin-embedded tissue sections
were stained with anti-CD20. CD20 is an antigen
acquired late in the pre-B-cell stage of maturation
and remains on cells throughout most of their differ-
entiation; it is present in almost all mature B-cell
lymphomas. The atypical cells show a strong mem-
brane staining pattern. Diagnosis: malignant lym-
phoma, B-cell type. Note: Malignant lymphoma is
the most common testicular tumor in older individu-
als.

Fig. 8. A 32-yr-old male presented with acute on-
set of scrotal pain and swelling. An orchiectomy of a
right testicular mass was performed. Based on the
gross and histologic features, the differential diag-
nosis included germ cell tumor, lymphoma, and
metastatic tumors such as melanoma and poorly dif-
ferentiated carcinoma. Formalin-fixed, paraffin-em-
bedded tissue sections were stained with
antiplacental alkaline phosphatase (PLAP). PLAP is
an oncofetal antigen found to be expressed by ma-
lignant tumors of germ cell origin. A strong cyto-
plasmic staining pattern is seen in the atypical cells.
Diagnosis: germ cell tumor/seminoma. Note: Semi-
noma is the most common form of testicular germ
cell tumor in younger individuals.
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Fig. 12. A 42-yr-old female with a history of
breast cancer, who 50 d after bone marrow trans-
plant, presented with a new lesion below an existing
wound (which was at the previous surgical resection
site). The clinical differential included metastatic vs
infectious etiology. A fine-needle aspirate of the
right shoulder lesion showed blood elements and
atypical cells occurring in clusters. Formalin-fixed,
paraffin-embedded cell block sections prepared from
the aspirate were stained with anti-HER-2/neu. The
overexpression of this oncoprotein correlates with a
better response to Herceptin therapy. A full mem-
brane staining pattern is seen in the atypical cells.
Diagnosis: metastatic breast cancer.

Fig. 9. A 45-yr-old male with a history of malig-
nant melanoma presented with a suspicious nodule
on the back. A skin biopsy was performed, and ac-
etone-fixed frozen-tissue sections were stained with
anti-HMB45. HMB45 is an antibody that reacts with
an antigen present in premelanosomes and is a sensi-
tive marker for melanoma. Cytoplasmic staining is
seen in both the malignant cells in the dermis as well
as the normal melanocytes in the epidermis of the
skin. Diagnosis: metastatic malignant melanoma.

Fig. 10. A 20-yr-old female with a history of
Ewing’s sarcoma (primary site: left pelvis) presented
with a new right inguinal nodule. The clinical differ-
ential included benign/reactive vs metastatic etiol-
ogy. A fine-needle aspirate of the nodule showed
blood elements and numerous atypical cells. Forma-
lin-fixed, paraffin-embedded cell block sections pre-
pared from the aspirate were stained with anti-CD99.
CD99 is a cell surface antigen expressed in the ma-
jority of Ewing’s sarcomas. A membrane and cyto-
plasmic staining pattern is seen in the atypical cells.
Diagnosis: progressive Ewing’s sarcoma/primitive
neuroectodermal tumor (PNET).

Fig. 11. A 43-yr-old Asian female presented with
a 3-wk history of fever, abdominal pain, and diar-
rhea. A colonoscopy was done and revealed findings
suggestive of carcinoma of the colon. A biopsy was
then performed, and histologic examination showed
scattered atypical cells as well as an inflammatory
infiltrate. Formalin-fixed, paraffin-embedded tissue
sections from the colon were stained with
anticytomegalovirus (CMV). CMV is an important
opportunistic pathogen in immunocompromised pa-
tients, and CMV colitis is not uncommon in patients
with acquired immune deficiency syndrome (AIDS).
The CMV inclusions in the large atypical cells scat-
tered throughout the specimen show a nuclear stain-
ing pattern. Diagnosis: CMV colitis.



Immunocytochemistry 567

References
1. Abati, A., Fetsch, P., and Filie, A. (1998) If cells could talk. The application of new techniques to

cytopathology. Clin. Lab. Med. 18, 561–583.
2. Nadji, M., Ganjei, P., and Morales, A. (1994) Immunocytochemistry in contemporary cytology: the

technique and its application. Lab. Med. 25, 502–508.
3. Leong, A. S-Y, Suthipintawong, C., and Vinyuvat, S. (1999) Immunostaining of cytologic prepara-

tions: a review of technical problems. Appl. Immunohistochem. 7, 214–220.
4. Leung, S. W. and Bedard, Y. C. (1996) Immunocytochemical staining on ThinPrep processed

smears. Mod. Pathol. 9, 304–306.
5. Fetsch, P.A., Simsir, A., Brosky, K., and Abati, A. (2002) Comparison of three commonly used

cytologic preparations in effusion cytology. Diagn. Cytopathol. 26, 61–66.
6. Han, A. C., Filstein, M. R., Hunt, J. V., Soler, A. P., Knudsen, K. A., and Salazar, H. (1999) N-

cadherin distinguishes pleural mesotheliomas from lung adenocarcinomas: a ThinPrep immunocy-
tochemical study. Cancer 87, 83–86.

7. Cheepsumon, S., Leong, A. S.-Y., and Vinyuvat, S. (1996) Immunostaining of cell preparations: a
comparative evaluation of common fixatives and protocols. Diagn. Cytopathol. 15, 167–174.

8. Fan, Z., Clark, V., and Nagle, R. B. (1997) An evaluation of enzymatic and heat epitope retrieval
methods for the immunohistochemical staining of the intermediate filaments. Appl. Immuno-
histochem. 5, 49–58.

9. Shi, S.-R., Cote, R. J., Chaiwun, B., et al. (1998) Standardization of immunohistochemistry based on
antigen retrieval technique for routine formalin-fixed tissue sections. Appl. Immunohistochem. 6, 89–96.

10. Taylor, C. K., Shi, S.-R., and Cote, R. J. (1996) Antigen retrieval for immunohistochemistry: status
and need for greater standardization. Appl. Immunohistochem. 4, 144–166.

11. Riera, J. R., Astengo-Osuna, C., Longmate, J. A., and Battifora, H. (1997) The immunohistochemi-
cal diagnostic panel for epithelial mesothelioma: a reevaluation after heat-induced epitope retrieval.
Am. J. Surg. Pathol. 21, 1409–1419.

12. Shi, S. R., Key, M. E., and Kalra, K. L. (1991) Antigen retrieval in formalin-fixed paraffin-embed-
ded tissues: an enhancement method for immunohistochemical staining based on microwave oven
heating of tissue sections. J. Histochem. Cytochem. 39, 741–748.

13. Miller, R. T., Swanson, P. E., and Wick, M. R. (2000) Fixation and epitope retrieval in diagnostic
immunohistochemistry: a concise review with practical considerations. Appl. Immunohistochem.
Mol. Morphol. 8, 228–235.

14. Hsu, S. M., Raine, L., and Fanger, H. (1981) Use of avidin-biotin-peroxidase complex (ABC) in
immunoperoxidase techniques: a comparison between ABC and unlabeled antibody (PAP) proce-
dures. J. Histochem. Cytochem. 29, 577–580.

15. Department of Health and Human Services, Health Care Financing Administration (1992) Clinical
Laboratory Improvement Amendments of 1988; Final Rule. Fed. Reg. 57, 7001–7288.

16. College of American Pathologists Laboratory Accreditation Program (2002) Standards for Laboratory
Accreditation, Commission of Laboratory Accreditation Inspection Checklist, Sections 1 and 8.

17. Fetsch, P. A. and Abati, A. (1999) Overview of the clinical immunohistochemistry laboratory: regu-
lations and troubleshooting guidelines, in Immunocytochemical Methods and Protocols (Javois, L.
C., ed.), Humana, Totowa, NJ, pp. 405–414.

18. O’Leary, T. J. (2001) Standardization in immunohistochemistry. Appl. Immunohistochem. Mol.
Morphol. 9, 3–8.

19. Taylor, C. R., Shi, S.-R., Barr, N. J., and Wu, N. (2001) Techniques of immunohistochemistry:
principles, pitfalls and standardization, in Diagnostic Immunohistochemistry (Dabbs, D. J., ed),
Churchill Livingstone, Philadelphia, PA, pp. 3–43.

20. Betta, P.-G., Andrion, A., Donna, A., et al. (1997) Malignant mesothelioma of the pleura: the repro-
ducibility of the immunohistological diagnosis. Pathol. Res. Pract. 193, 759–765.

21. Shield, P. W., Callan, J. J., and Devine, P. L. (1994) Markers for metastatic adenocarcinoma in
serous effusion specimens. Diagn. Cytopathol. 11, 237–245.

22. Dejmek, A. and Hjerpe, A. (2000) Reactivity of six antibodies in effusions of mesothelioma, adeno-
carcinoma and mesotheliosis: stepwise logistic regression analysis. Cytopathology 11, 8–17.

23. Dejmek, A. and Hjerpe, A. (1994) Immunohistochemical reactivity in mesothelioma and adenocar-
cinoma: a stepwise logistic regression analysis. APMIS 102, 255–264.

24. Dejmek, A., Brockstedt, U., and Hjerpe, A. (1997) Optimization of a battery using nine immunocy-
tochemical variables for distinguishing between epithelial mesothelioma and adenocarcinoma.
APMIS 105, 889–894.



568 Fetsch

25. Donna, A., Betta, P.-G., Bellingeri, D., Tallarida, F., Pavesi, M., and Pastormerlo, M. (1992) Cyto-
logic diagnosis of malignant mesothelioma in serous effusions using an antimesothelial-cell anti-
body. Diagn. Cytopathol. 18, 361–365.

26. Leong, A. and Vernon-Roberts, E. (1994) The immunohistochemistry of malignant mesothelioma.
Pathol. Ann. 29(Pt. 2), 157–179.

27. Kitazume, H., Kitamura, K., Mukai, K., et al. (2000) Cytologic differential diagnosis among reac-
tive mesothelial cells, malignant mesothelioma, and adenocarcinoma: utility of combined E-cadherin
and calretinin immunostaining. Cancer 90, 55–60.

28. Ordonez, N. (1998) Value of calretinin immunostaining in differentiating epithelial mesothelioma
from lung adenocarcinoma. Mod. Pathol. 11, 929–933.

29. Ordonez, N. G. and Mackay, B. (1999) Glycogen-rich mesothelioma. Ultrastruct. Pathol. 23, 401–406.
30. Oates, J. and Edwards, C. (2000) HBME-1, MOC-31, WT1, and calretinin: an assessment of recently

described markers for mesothelioma and adenocarcinoma. Histopathology 36, 341–347.
31. Cury, P. M., Butcher, D. N., Fisher, C., Corrin, B., and Nicholson, A. G. (2000) Value of the

mesothelium-associated antibodies thrombomodulin, cytokeratin 5/6, calretinin, and CD44H in
distinguishing epithelioid pleural mesothelioma from adenocarcinoma metastatic to the pleura.
Mod. Pathol. 13, 107–112.

32. Doglioni, C., Tos, A. P., Laurino, L., et al. (1996) Calretinin: a novel immunocytochemical marker
for mesothelioma. Am. J. Surg. Pathol. 20, 1037–1046.

33. Frisman, D. (2003) ImmunoQuery, an immunohistology query system. www.ipox.org.
34. Simsir, A., Fetsch, P. A., and Abati, A. (2001) Calretinin immunostaining in benign and malignant

pleural effusions. Diagn. Cytopathol. 24, 149–152.
35. Chhieng, D. C., Yee, H., Schaefer, D., et al. (2000) Calretinin staining pattern aids in the differentia-

tion of mesothelioma from adenocarcinoma in serous effusions. Cancer 90, 194–200.
36. Fetsch, P. A., Simsir, A., and Abati, A. (2001) Comparison of antibodies to HBME-1 and calretinin

for the detection of mesothelial cells in effusion cytology. Diagn. Cytopathol. 25, 158–161.
37. Wieczorek, T. J. and Krane, J. F. (2000) Diagnostic utility of calretinin immunohistochemistry in

cytologic cell block preparations. Cancer 90, 312–319.
38. Nagel, H., Hemmerlein, B., Ruschenburg, I., Huppe, K., and Droese, M. (1998) The value of anti-

calretinin antibody in the differential diagnosis of normal and reactive mesothelia versus metastatic
tumors in effusion cytology. Pathol. Res. Pract. 194, 759–764.

39. Ordonez, N. G. (1989) The immunohistochemical diagnosis of mesothelioma: differentiation of
mesothelioma and lung adenocarcinoma. Am. J. Surg. Pathol. 13, 276–291.

40. Cooper, D., Schermer, A., and Sun, T.-T. (1985) Biology of disease-classification of human epithe-
lia and their neoplasms using monoclonal antibodies to keratins: strategies, applications, and limita-
tions. Lab. Invest. 52, 243–256.

41. Moll, R., Franke, W., Schiller, D., Geiger, B., and Krepler, R. (1982) The catalog of human
cytokeratins: patterns of expression in normal epithelia, tumors and cultured cells. Cell 31, 11–24.

42. Chu, P., Wu, E., and Weiss, L. (2000) Cytokeratin 7 and cytokeratin 20 expression in epithelial
neoplasms: a survey of 435 cases. Mod. Pathol. 13, 962–972.

43. Lauritzen, A. F. (1989) Diagnostic value of monoclonal antibody B72.3 in detecting adenocarci-
noma cells in serous effusions. APMIS 97, 761–766.

44. Kho-Duffin, J., Tao, L.-C., Cramer, H., Catellier, M. J., Irons, D., and Ng, P. (1999) Cytologic
diagnosis of malignant mesothelioma, with particular emphasis on the epithelial noncohesive cell
type. Diagn. Cytopathol. 20, 57–62.

45. Davidson, B., Risberg, B., Kristensen, G., et al. (1999) Detection of cancer cells in effusions from
patients diagnosed with gynaecological malignancies: evaluation of five epithelial markers.
Virchows Arch. 435, 43–39.

46. Diaz-Arias, A. A., Loy, T. S., Bickel, J. T., and Chapman, R. K. (1993) Utility of BER-EP4 in the
diagnosis of adenocarcinoma in effusions: an immunocytochemical study of 232 cases. Diagn.
Cytopathol. 9, 516–521.

47. Chenard-Neu, M. P., Kabou, A., Mechine, A., Brolly, F., Orion, B., and Bellocq, J. P. (1998) Immu-
nohistochemistry in the differential diagnosis of mesothelioma and adenocarcinoma. Evaluation of
5 new antibodies and 6 traditional antibodies. Ann. Pathol. 18, 460–465.

48. Miedouge, M., Rouzaud, P., Salama, G., et al. (1999) Evaluation of seven tumour markers in pleural
fluid for the diagnosis of malignant effusions. Br. J. Cancer 81, 1059–1065.



Immunocytochemistry 569

49. Stoetzer, O. J., Munker, R., Darsow, M., and Wilmanns, W. (1999) P53-immunoreactive cells in
benign and malignant effusions: diagnostic value using a panel of monoclonal antibodies and com-
parison with CEA-staining. Oncol. Rep. 6, 433–436.

50. Holzinger, A., Dingle, S., Bejarano, P. A., et al. (1996) Monoclonal antibody to thyroid transcription
factor-1: production, characterization, and usefulness in tumor diagnosis. Hybridoma 15, 49–53.

51. Ordonez, N. (2000) Value of thyroid transcription factor-1, E-cadherin, BG8, WT1, and CD44S
immunostaining in distinguishing epithelial pleural mesothelioma from pulmonary and
nonpulmonary adenocarcinoma. Am. J. Surg. Pathol. 24, 598–606.

52. Sauvageot, J. and Epstein, J. I. (1998) Immunoreactivity for prostate-specific antigen and prostatic
acid phosphatase in adenocarcinoma of the prostate: relation to progression following radical pros-
tatectomy. Prostate 34, 29–33.

53. Jacobs, I. and Bast R. C. (1989) The Ca 125 tumour associated antigen: a review of the literature.
Hum. Reprod. 4, 1–12.

54. McCluggage, W. G. (2000) Recent advances in immunohistochemistry in the diagnosis of ovarian
neoplasms. J. Clin. Pathol. 53, 327–334.

55. Nap, M. (1998) Immunohistochemistry of CA 125. Unusual expression in normal tissues, distribu-
tion in the human fetus and questions around its application in diagnostic pathology. Int. J. Biol.
Markers 13, 210–215.

56. Fishman, W. H., Inglis, I., Stolbach, L. L., and Krant, M. J. (1968) A serum alkaline phosphatase
isoenzyme of human neoplastic cell origin. Cancer Res. 28, 150–154.

57. Manivel, J. C., Jessurun, J., Wick, M. R., and Dehner, L. P. (1987) Placental alkaline phosphatase
immunoreactivity in testicular germ cell neoplasms. Am. J. Surg. Pathol. 11, 21–29.

58. Koshida, K. and Wahren, B. (1990) Placental-like alkaline phosphatase in seminoma. Urol. Res. 18,
87–92.

59. Javadpour, N. (1980) The role of biologic tumor markers in testicular cancer. Cancer 45(7 Suppl.),
1755–1761.

60. Bosl, G. J. and Chaganti, R. S. (1994) The use of tumor markers in germ cell malignancies. Hematol.
Oncol. Clin. North Am. 8, 573–587.

61. Cochran, A. J. and Wen, D. R. (1985) S-100 protein as a marker for melanocytic and other tumours.
Pathology 17, 340–345.

62. Kahn, H. J., Marks, A., Thom, H., and Baumal, R. (1983) Role of antibody to S100 protein in
diagnostic pathology. Am. J. Clin. Pathol. 79, 341–347.

63. Takahashi, K., Isobe, T., Ohtsuki, Y., Akagi, T., Sonobe, H., and Okuyama, T. (1984) Immunohis-
tochemical study on the distribution of alpha and beta subunits of S-100 protein in human neoplasm
and normal tissues. Virchows Arch. B. 45, 385–396.

64. Wick, M. R., Swanson, P. E., and Rocamora, A. (1988) Recognition of malignant melanoma by
monoclonal antibody HMB-45. An immunohistochemical study of 200 paraffin-embedded cutane-
ous tumors. J. Cutan. Pathol. 15, 201–207.

65. de Vries, T.J., Smeets, M., de Graaf, R., et al. (2001) Expression of gp100, MART-1, tyrosinase, and
S100 in paraffin-embedded primary melanomas and locoregional, lymph node, and visceral me-
tastases: implications for diagnosis and immunotherapy. A study conducted by the EORTC Mela-
noma Cooperative Group. J. Pathol. 193, 13–20.

66. Boyle, J. L., Haupt, H. M., Stern, J. B., and Multhaupt, H. A. (2002) Tyrosinase expression in
malignant melanoma, desmoplastic melanoma, and peripheral nerve tumors. Arch. Pathol. Lab. Med.
126, 816–22.

67. Orchard, G. E. (2000) Comparison of immunohistochemical labelling of melanocyte differentiation
antibodies melan-A, tyrosinase and HMB 45 with NKIC3 and S100 protein in the evaluation of
benign naevi and malignant melanoma. Histochem. J. 32, 475–481.

68. Fetsch, P. A., Marincola, F. M., Filie, A., Hijazi, Y., Kleiner, D., and Abati, A. (1999) Melanoma-
associated antigen recognized by T-cells (MART-1): the advent of a preferred immunocytochemical
antibody for the diagnosis of metastatic malignant melanoma in fine needle aspirations. Cancer 87,
37–42.

69. Kurtin, P. J. and Pinkus, G. S. (1985) Leukocyte common antigen—a diagnostic discriminant be-
tween hematopoietic and nonhematopoietic neoplasms in paraffin sections using monoclonal anti-
bodies: correlation with immunologic studies and ultrastructural localization. Hum. Pathol. 16,
353–365.



570 Fetsch

70. Brunning, R. D., Borowitz, M., Matutes, E., et al. (2001) Precursor B lymphoblastic leukaemia/
lymphoblastic lymphoma (precursor B-cell acute lymphoblastic leukaemia), in World Health Orga-
nization Classification of Tumours. Pathology and Genetics of Tumours of Haematopoietic and
Lymphoid Tissues (Jaffe, E. S., Harris, N. L., Stein, H., and Vardiman, J. W., eds.), IARC, Lyon, pp.
111–114.

71. Chu, P. G., Chang, K. L., Arber, D. A., and Weiss, L. M. (2000) Immunophenotyping of hematopoi-
etic neoplasms. Semin. Diagn. Pathol. 17, 236–256.

72. Gatter, K. C. and Warnke, R. A. (2001) Diffuse large B-cell lymphoma, in World Health Organiza-
tion Classification of Tumours. Pathology and Genetics of Tumours of Haematopoietic and Lym-
phoid Tissues (Jaffe, E. S., Harris, N. L., Stein, H., and Vardiman, J. W., eds.), IARC, Lyon, pp.
171–174.

73. Mayall, F., Dray, M., Stanley, D., Harrison, B., and Allen R. (2000) Immunoflow cytometry and cell
block immunohistochemistry in the FNA diagnosis of lymphoma: a review of 73 consecutive cases.
J. Clin. Pathol. 53, 451–457.

74. Kikuchi, M., Jaffe, E. S., and Ralfkiaer, E. (2001) Adult T-cell leukaemia/lymphoma, in World
Health Organization Classification of Tumours. Pathology and Genetics of Tumours of
Haematopoietic and Lymphoid Tissues (Jaffe, E. S., Harris, N. L., Stein, H., and Vardiman, J. W.,
eds.), IARC, Lyon, pp. 200–203.

75. Stein, H., Delsol, G., Pileri, S., et al. (2001) Classical Hodgkin lymphoma, in World Health Organi-
zation Classification of Tumours. Pathology and Genetics of Tumours of Haematopoietic and Lym-
phoid Tissues (Jaffe, E. S., Harris, N. L., Stein, H., and Vardiman, J. W., eds.), IARC, Lyon, pp.
244–253.

76. Chittal, S. M., Caveriviere, P., Schwarting, R., et al. (1988) Monoclonal antibodies in the diagnosis
of Hodgkin’s disease. The search for a rational panel. Am. J. Clin. Pathol. 12, 9–21.

77. Arber, D. A. and Weiss, L. M. (1993) CD15: a review. Appl. Immunohistochem. 1, 17–30.
78. Cras, P., Federsppiel, S. S., Gheuens, J., Martin, J. J., and Lowenthal, A. (1986) Demonstration of

neuron-specific enolase in nonneuronal tumors using a specific monoclonal antibody. Ann. Neurol.
20, 106–107.

79. Cras, P., Martin, J. J., and Gheuens, J. (1988) Gamma-enolase and glial fibrillary acidic protein in
nervous system tumors. An immunohistochemical study using specific monoclonal antibodies. Acta
Neuropathol. 75, 377–384.

80. Wilson, B. S. and Lloyd, R. V. (1984) Detection of chromogranin in neuroendocrine cells with a
monoclonal antibody. Am. J. Pathol. 115, 458–468.

81. Wiedenmann, B., Kuhn, C., Schwechheimer, K., et al. (1987) Synaptophysin identified in metastases
of neuroendocrine tumors by immunocytochemistry and immunoblotting. Am. J. Clin. Pathol. 88,
560–569.

82. Wiedenmann, B. and Franke, W. W. (1985) Identification and localization of synaptophysin, an
integral membrane glycoprotein of Mr 38,000 characteristic of presynaptic vesicles. Cell 41,
1017–1028.

83. Al-Khafaji, B., Noffsinger, A. E., Miller, M. A., DeVoe, G., Stemmermann, G. N., and Fenoglio-
Preiser, C. (1998) Immunohistologic analysis of gastrointestinal and pulmonary carcinoid tumors.
Hum. Pathol. 29, 992–999.

84. Goldstein, N. S. and Silverman, J. F. (2001) Immunohistochemistry of the gastrointestinal tract,
pancreas, bile ducts, gallbladder and liver, in Diagnostic Immunohistochemistry (Dabbs, D. J., ed.),
Churchill Livingstone, Philadelphia, pp. 333–406.

85. Azumi, N. and Battifora, H. (1987) The distribution of vimentin and keratin in epithelial and
nonepithelial neoplasms. Am. J. Clin. Pathol. 88, 286–296.

86. Skalli, O., Gabbiani, G., Babai, F., Seemayer, T. A., Pizzolato, G., and Schurch, W. (1988) Interme-
diate filament proteins and actin isoforms as markers for soft tissue tumor differentiation and origin.
II. Rhabdomyosarcomas. Am. J. Pathol. 130, 515–531.

87. Ohsawa, M., Naka, N., Tomita, Y., Kawamori, D., Kanno, H., and Aozasa, K. (1995) Use of
immunohistochemical procedures in diagnosing angiosarcoma. Evaluation of 98 cases. Cancer
75, 2867–2874.

88. Fellinger, E. J., Garin-Chesa, P., Su, S. L., DeAngelis, P., Lane, J. M., and Rettig, W. J. (1991)
Immunohistochemical analysis of Ewing’s sarcoma cell surface antigen p30/32MIC2. Am. J. Surg.
Pathol. 139, 317–325.



Immunocytochemistry 571

89. Ozdemirli, M., Fanburg-Smith, J. C., Hartmann, D. P., Azumi, N., and Miettinen, M. (2001) Dif-
ferentiating lymphoblastic lymphoma and Ewing’s sarcoma: lymphocyte markers and gene rear-
rangement. Mod. Pathol. 14, 1175–1182.

90. Pritchard, K. I. (2003) Endocrine therapy of advanced disease: analysis and implications of the
existing data. Clin. Cancer Res. 9, 460–467.

91. McGuire, W. L., Carbone, P. P., Sears, M. E., and Escher, G. C. (1975) Estrogen receptors in
human breast cancer: an overview, in Estrogen Receptors in Human Breast Cancer (McGuire, W.
L., Carbone, P. P., and Vollmer, E. P., eds.), Raven, New York, pp. 1–7.

92. Slamon, D. J., Leyland-Jones, B., Shak, S., et al. (2001) Use of chemotherapy plus a monoclonal
antibody against HER2 for metastatic breast cancer that overexpresses HER2. N. Engl. J. Med.
344, 783–792.

93. Pegram, M. D., Lipton, A., Hayes, D. F., et al. (1998) Phase II study of receptor-enhanced
chemosensitivity using recombinant humanized anti-p185HER2/neu monoclonal antibody plus
cisplatin in patients with HER2/neu-overexpressing metastatic breast cancer refractory to chemo-
therapy treatment. J. Clin. Oncol. 16, 2659–2671.

94. Gancberg, D., Lespagnard, L., Rouas, G., et al. (2000) Sensitivity of HER-2/neu antibodies in
archival tissue samples of invasive breast carcinomas. Correlation with oncogene amplification in
160 cases. Am. J. Clin. Pathol. 113, 675–682.

95. Heinrich, M. C., Griffith, D. J., Druker, B. J., Wait, C. L., Ott, K. A., and Zigler, A. J. (2000)
Inhibition of c-kit receptor tyrosine kinase activity by STI 571, a selective tyrosine kinase inhibi-
tor. Blood 96, 925–932.

96. Demetri, G. D., von Mehren, M., Blanke, C. D., et al. (2002) Efficacy and safety of imatinib
mesylate in advanced gastrointestinal stromal tumors. N. Engl. J. Med. 347, 472–480.

97. Mauro, M. J. and Druker, B. J. (2001) STI571: targeting BCR–ABL as therapy for CML. Oncolo-
gist 6, 233–238.

98. Hernandez-Boluda, J. C. and Cervantes, F. (2002) Imatinib mesylate (Gleevec, Glivec): a new
therapy for chronic myeloid leukemia and other malignancies. Drugs Today (Barc.) 38, 601–613.

99. Weiss, L. M., Movahed, L. A., Warnke, R. A., and Sklar, J. (1989) Detection of Epstein–Barr viral
genomes in Reed–Sternberg cells of Hodgkin’s disease. N. Engl. J. Med. 320, 502–506.

100. Mathur, V. S., Olson, J. L., Darragh, T. M., and Yen, T. S. (1997) Polyomavirus-induced intersti-
tial nephritis in two renal transplant recipients: case reports and review of the literature. Am. J.
Kidney Dis. 29, 754–758.

101. Pappo, O., Demetris, A. J., Raikow, R. B., and Randhawa, P. S. (1996) Human polyoma virus
infection of renal allografts: histopathologic diagnosis, clinical significance and literature review.
Mod. Pathol. 9, 105–109.



Ribotyping in Clinical Microbiology 573

573

From: Medical Biomethods Handbook
Edited by: J. M. Walker and R. Rapley © Humana Press, Inc., Totowa, NJ

40

Ribotyping in Clinical Microbiology

Patricia Severino and Sylvain Brisse

1. Introduction
For a considerable fraction of patients who acquire a bacterial infection during their stay in

the hospital (i.e., a nosocomial infection), the infection was acquired through clonal dissemina-
tion of the bacteria from another patient or from a hospital source. Alternately, the source of the
infection can be the endogenous flora of the patient (e.g., through the proliferation of resistant
bacteria during treatment with an antimicrobial agent). Identifying the sources and routes of
infection is therefore of utmost importance in order to control infection. Bacterial strain charac-
terization, also called typing, has become an essential tool to define which bacterial strain is,
and which one is not, part of an outbreak and to identify possible sources and routes of contami-
nation. Additionally, typing methods can help finding reservoirs of epidemic organisms as a
means to prevent future contaminations and infections of patients.

Discriminatory power (i.e., the capacity to distinguish epidemiologically nonrelated strains)
and reproducibility are among the most important characteristics of a typing method. Among
the available typing approaches, methods that evaluate chromosomal DNA polymorphisms
using genomic restriction fragment length polymorphism (RFLP) analysis stand out for their
high levels of reproducibility and discriminatory power (1) (see Chapter 3). Approaches that
rely on the transfer of restriction fragments onto membranes, followed by hybridization with
DNA probes, have proven to be very reproducible. Their discriminatory power, however, is a
function of the number of copies in the bacterial chromosome of the sequences contained in the
selected probe.

Among the nucleic acid probes that are used for typing, those containing the ribosomal DNA
(rDNA) sequences are used in a technique called ribotyping (2,3). Ribotyping consists on the
detection of genetic variation in the genomic sequence coding for the 16S and 23S rRNA genes
and in the DNA regions flanking these genes. Ribosomal RNA genes are organized in a poly-
cistronic transcription unit, called the rrn operon, which is usually present in multiple copies in
the bacterial genome (see, for example, rrndb.cme.msu.edu). The evolutionary conservation of
genes coding for ribosomal nucleic acids makes it possible to analyze any bacterial genome
with a unique probe (e.g., one derived from Escherichia coli). In addition, the heterogeneity of
the flanking sequences is the basis for variation of the ribotype patterns, rendering ribotyping
one of the most versatile strategies for pathogen typing. It has been applied to numerous species
of bacteria for identification or typing purposes (4).

Recent years have witnessed a new wave of interest for ribotyping because of the full auto-
mation of the technique through the availability, since 1997, of an instrument called the
RiboPrinter, manufactured by Qualicon Inc., a subsidiary of the Dupont Company.
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2. Methodology
Ribotyping consists of the following steps: (1) cell lysis and DNA extraction, (2) DNA

cleavage by a restriction enzyme, (3) agarose gel electrophoresis to separate the resulting frag-
ments, (4) Southern blot transfer of DNA fragments onto a membrane, and (5) hybridization
with the DNA probes and detection of the hybridization signal. The following subsections will
deal with each of these steps in more detail, both for the manual and the automated procedures.

2.1. Manual Ribotyping

2.1.1. Cell Lysis and DNA Extraction

Several protocols for the extraction of high-molecular-weight DNA have been described,
with slight differences when considering Gram-negative and Gram-positive bacteria (5,6). The
bacterial cell membrane can be easily destroyed by detergents, such as sodium dodecyl sulfate
(SDS) or sarkosyl, in combination with proteinase K. Proteins are further eliminated by phenol/
chloroform extraction and the DNA is precipitated with NaCl and ethanol or isopropanol.

Commercial kits are also available for DNA extraction and purification, with results that
vary according to the bacterial species analyzed.

2.1.2. DNA Cleavage with a Restriction Endonuclease

Restriction endonucleases cleave double-stranded DNA at specific recognition sites. Depend-
ing on the species analyzed and the restriction enzyme used, ribotyping can generate a variable
number of distinct fingerprints, called ribotypes. This is related to the abundance of recognition
sites available for the restriction enzyme and the copy number of the probe sequence in the
genome. For typing purposes, high discrimination is the criterion of choice, whereas for identi-
fication purposes, an enzyme that provides less discrimination is sometimes preferred. Diges-
tion with restriction enzymes should be performed according to instructions supplied by the
manufacturer.

2.1.3. Gel Electrophoresis and Southern Blot Transfer

Appropriate agarose should be chosen for the resolution of restriction fragments in a hori-
zontal agarose gel electrophoresis system. A low level of electroendo-osmosis is necessary in
order to avoid interference with nucleic acid fragments separation.

DNA mobility is affected by the composition and the ionic strength of the electrophoresis
buffer. Tris-borate buffer (TBE) and Tris-acetate (TAE) are both used for ribotyping. TAE
provides faster migration and slightly better resolving power, whereas TBE has significantly
higher buffering capacity. For routine work, TBE is the buffer of choice, being, additionally,
less sensitive to salt contamination in samples, a common cause of band distortion. Electro-
phoresis should be run in constant and rather low voltage to avoid gel distortion resulting from
overheating of the system. It is recommended that the same running conditions be maintained
for every experiment to optimize reproducibility.

Molecular size standards must be included in at least two lanes per gel, but preferably one
every four to five lanes, in order to make the comparison of band sizes possible among strains
present in the same or in different gels. The presence of standards also permits the normaliza-
tion of runs with the help of computer programs (see Subheading 2.3.). The choice of markers
depends on the range of DNA fragments obtained in the ribotyping experiments.

Transfer of DNA fragments from agarose gels to Nylon membranes is performed by upward
capillary blotting (7). Nucleic acids transferred to Nylon membranes can be hybridized and
dehybridized several times. However, the choice of membrane depends on the probe used.

2.1.4. Probe Labeling and Detection

Ribotyping uses labeled probes containing 23S, 16S, and 5S rRNA sequences. Originally,
RNA probes either from 16S+23S (8) or total rRNA (3) were employed. Currently, DNA probes
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are far more common. Such probes can be obtained in a variety of ways, among which are
cDNA synthesized from rRNA by reverse transcription (9), recombinant plasmid containing a
cloned rrn DNA (10), or a synthetic oligonucleotide constructed from the 16S or 16S+23S
rRNA gene sequences (11). Because of the conservation of the rRNA operon, probes derived
from E. coli rRNA are the most common. However, rRNA sequences from other microorgan-
isms can be used, and homologous probes, derived from the rRNA of the studied bacterium, are
also employed (12). Alternatively, a probe consisting of a mixture of five oligonucleotides
corresponding to conserved regions of both the small and large rRNA molecules also provides
very good results (13). Because hybridization results depend on the chosen probes, comparison
between studies should take into account the probe used.

A variety of labeling techniques are available for the detection of the immobilized DNA on
Nylon membranes. For RNA probes and oligonucleotides, end labeling is preferred; for plas-
mids containing the rrn sequences, nick translation or random priming are the techniques of
choice. Originally, probes were labeled with 32P, but, currently, nonisotopic cold-labeling sys-
tems are largely employed. They are safer and easier to dispose of than the radioactive systems
and provide probes that are quite stable.

Examples of nonisotopic labeling procedures include biotin-, digoxigenin-, and fluorescein-
labeling systems. These chemical groups are conjugated to the probe and are detected, after
hybridization, via interaction with a protein conjugated to a reporter enzyme such as alkaline
phosphatase and horseradish peroxidase. The presence of an enzyme capable of hydrolyzing a
chosen substrate leads to the conversion of this substrate, once the membrane is exposed to it,
to a colored product or a product able to emit light. The intensity and the distribution of the
product correspond to the intensity and distribution of the target DNA.

2.2. Automated Ribotyping

The RiboPrinter Microbial Characterization System (DuPont–Qualicon, Wilmington, DE,
USA) performs most steps of the ribotyping procedure automatically. Bacterial colonies are
picked from an agar plate, resuspended in a sample buffer, and transferred to a special sample
carrier. The cell suspensions are then heated to inactivate nucleases. Lytic enzymes are added
once the temperature is reduced, and the sample carrier is loaded into the instrument, together
with other consumables: restriction enzyme, loading buffer, DNA molecular size markers, gel
cassette, membrane, and reagents for hybridization and signal detection. The operator enters
strain-related information on the system’s computer, and the samples are subsequently pro-
cessed automatically. The RiboPrinter allows the use of different endonucleases as long as they
are active in the system’s buffer conditions and at the system’s digestion temperature. Restric-
tion fragments are subjected to agarose electrophoresis in a precast gel and the fragments are
captured and immobilized onto a Nylon membrane. Membrane processing includes the dena-
turation of DNA fragments, hybridization with a ribosomal RNA probe corresponding to the
E. coli rrnB operon, washing, treatment with blocking agent, incubation with an
antisulfonated DNA antibody/alkaline phosphatase conjugate, washing steps, and the applica-
tion of a chemiluminescent substrate. The signal is detected by a charge-coupled device (CCD)
camera, which detects the light intensity of the hybridized fragments. The camera converts the
patterns to digital information, and the RiboPrinter software automatically processes the image.
After normalization of the image and background processing, the software will generate a ribotype
pattern, called RiboPrint, which is stored in the system’s database. For identification, this
incoming pattern will be automatically compared to those previously present in the reference
identification database, which contains patterns from DuPont or from the customer. For charac-
terization (i.e., ribotype assignment), the sample pattern is compared with all of the patterns
previously stored in the database library chosen by the operator. Ribotype assignment needs to
be visually checked and manually corrected by the RiboPrinter user, because high background
or artifactual shifts of the band positions can alter the results. Figure 1 exemplifies ribotypes
obtained after automated ribotyping.
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2.3. Interpretation of Ribotyping Results

The patterns generated by ribotyping must be compared with each other in order to represent
valuable data. For typing purposes, the objective is to identify clonally related organisms,
whereas, for identification purposes, it is to determine the species to which the strains belong.
The level of similarity used needs to be adjusted to the plasticity of the organism under study
and the time scale of the investigation.

In general, patterns are considered identical when they share exactly the same amount of
bands and they are all of identical sizes (within given tolerance limits). As mentioned above,
molecular size markers are important for the correct appreciation of these sizes. Currently, the
accessibility of several software packages for data normalization tends to make such analysis
more objective and reproducible. Interpretation of results always starts with the digitalization
of images obtained after probe hybridization, followed by band detection and pattern compari-
son through an automatic system. Software such as the Windows-running BioNumerics (Applied
Maths, Sint-Martens-Latem, Belgium) and the MacIntosh-running Taxotron package (Institut
Pasteur, Paris, France) provide a broad range of possibilities for pattern analysis. Details on
data analysis and interpretation were given recently by Grimont and Grimont (14).

3. Applicability in the Clinical Setting
Ribotyping is a robust method that exhibits excellent reproducibility and stability during the

course of outbreaks. Its high stability also renders ribotyping useful for large-scale surveil-
lance, in which the temporal and geographical distance among strains is higher. One major
drawback of ribotyping is its somewhat limited discriminatory power in some bacterial groups.
Indeed, because ribotyping indexes variation only at and around the ribosomal operons, but not

Fig. 1. Ribotype patterns obtained after automated ribotyping analysis using enzyme EcoRI
in the RiboPrinter (DuPont–Qualicon, Wilmington, DE). Lanes 1, 4, 7, 10 and 13 : DNA size
markers (in kb: 48, 9.6, 6.5, 3.16, 2.15, and 1.1); lanes 2, 3, 5 and 6: Klebsiella oxytoca strains
(the patterns of the first three strains are undistinguishable); lanes 8 and 9: Burkholderia
multivorans strains; lanes 11 and 12: Burkholderia cepacia genomovar III (B. cenocepacia)
strains.
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in the rest of the genome, it is discriminatory only for those species like the Enterobacteri-
aceae, which possess a high number (around seven) of rRNA operons. Conversely, in species
with few or only one rRNA operon, such as Legionella, ribotyping is poorly discriminatory.
For a given species, the discriminatory power of ribotyping also depends on the restriction
endonucleases(s) used. Literature should be consulted for the most frequently used enzymes
for a given microorganism, especially if one wants to compare patterns with international data-
bases. However, an evaluation followed by optimization should be performed by the clinical or
research laboratory willing to implement the technique.

The following subsections will give practical examples of the use of ribotyping in nosoco-
mial settings.

3.1. Ribotyping for Identification Purposes

Identifying a strain using ribotyping consists of comparing its ribotype pattern with those of
reference strains. If the pattern of the query strain matches that of a strain of a known species,
the query strain is attributed to that species. The value of ribotyping for identification will
therefore depend on the existence of differences among the ribotype patterns of different spe-
cies and on the completeness of the database used for identification. When too much ribotype
pattern variation exists within a species, this approach is of limited value. For this reason,
restriction enzymes used for identification purposes are selected that give little variation within
species while retaining species distinction.

Identification of several pathogens to their species is often difficult using traditional meth-
ods, especially when closely related species are phenotypically very similar. However, identi-
fication is important if one is to understand the epidemiology of each species, and it is crucial in
clinical microbiology when phenotypically undistinguishable species differ by their pathoge-
nicity or transmissibility. This is the case, for example, for bacterial species belonging to the
Burkholderia cepacia species complex (15,16). Evidence that automated ribotyping can distin-
guish members of the B. cepacia complex has been provided, but because of variation of
ribotype patterns within species, a high proportion of analyzed strains could not be identified
with the limited reference database available at that time (17).

Bacteria belonging to the genus Legionella are known to be pathogenic to immunocompro-
mised patients, causing a pneumonia referred to as Legionnaires’s disease. The genus
Legionella currently includes 45 species. Most infections are caused by L. pneumophila
serogroup 1, but other serogroups of this species and other Legionella species can cause infec-
tion. Identification of Legionella species is difficult because of their phenotypic resemblance,
and routine identification relies on immunofluorescence tests or seroagglutination (18). Both
techniques are limited because of crossreaction among species. Members of the Legionella
genus were among the first to be investigated for the identification ability of ribotyping (8).
This work was updated by analysis of 44 of the 45 currently described Legionella species,
using enzyme HindIII and a set of five oligonucleotides (oligoMix5) as probe, and all species
tested showed specific ribotype patterns (19).

Ribotyping has proven very useful for identification and taxonomic purposes in the genus
Staphylococcus (20–22). High-quality databases of ribotype profiles that include representa-
tive strains of nearly all described species and subspecies have been constructed and are useful
for the identification of unknown isolates. The capacity of ribotyping for the identification of
coagulase-negative staphylococci was recently extended to automated ribotyping: using EcoRI,
94% of 177 non-S. epidermidis coagulase-negative staphylococci could be identified, and auto-
mated ribotyping was able to reliably distinguish S. capitis from S. caprae, two species that are
otherwise difficult to distinguish (Carretto et al., Clinical Microbiology and Infection, in press).

Other bacterial groups for which ribotyping has shown ability for identification include
Acinetobacter spp. (23), viridans group streptococci (24), aerotolerant Campylobacter species
(25), enterococci (26), klebsiellae (27), Corynebacteria (28), pediococci (29), and Sphingomonads
(30), among others. The list has expanded in the last years because of the availability of the



578 Severino and Brisse

RiboPrinter automate, and it is likely that more applications will be developed in the near
future. An interesting possibility of automated ribotyping is that the patterns obtained are
standardized, which allows pattern comparison against identification databases generated by
other users. In addition, availability of ribotype pattern on websites, such as the
PathogenTracker website at Cornell University (www.pathogentracker.net) or the GENE data-
base website (www.ewi.med.uu.nl/gene) render it possible to identify pathogens through the
Internet (31).

3.2. Ribotyping for Typing Purposes

When ribotyping is used as a molecular typing method, high discrimination among strains is
necessary, demanding a careful choice of restriction enzymes. In several instances, more than
one enzyme is recommended in order to achieve proper discrimination. Outbreak investiga-
tions and epidemiological surveillance are the contexts in which ribotyping is employed as a
molecular typing method.

During an outbreak investigation, the objective is to compare isolates to delineate clonally
related and unrelated strains with the goal of short-term control of transmission. Important
opportunistic pathogens such as Pseudomonas aeruginosa and Acinetobacter spp. have been
repeatedly characterized through ribotyping (32–36). Ribotyping has often been used for cor-
roborating epidemiological data collected during outbreaks caused by Burkholderia spp. (37),
Campylobacter jejuni (38), Corynebacterium diphtheriae (39), Enterobacter cloacae (40),
Enterococcus spp. (41), E. coli (42), Klebsiella spp. (43), Listeria monocytogenes (44), and
Staphylococcus aureus (45), among others.

Automated ribotyping has been used with increasing frequency for the typing of strains
involved in nosocomial outbreaks. Typing of clinically related and unrelated isolates of vanco-
mycin-resistant E. faecium, for example, with automated ribotyping has been evaluated aiming
to assess the utility of this tool for infection control interventions involving this micro-organ-
ism (46,47). Although ribotyping is slightly less discriminatory than pulsed field gel electro-
phoresis (PFGE), the high rate of interlaboratory reproducibility and the speed of the generation
of results make automated ribotyping a valuable approach for characterization of vancomycin-
resistant E. faecium. The use of automated ribotyping was also compared with PFGE for the
typing of Streptococcus pneumoniae (48). Automated ribotyping proved to be an accurate
method for genetic fingerprinting of S. pneumoniae, complementing PFGE. Similar approaches
have shown comparable performances for the typing of E. coli and Pseudomonas aeruginosa
(49,50).

In the context of epidemiologic surveillance, ribotyping can be used to monitor geographic
spread of epidemic and endemic clones. The main goal here is the long-term evaluation of
preventive strategies or the detection and monitoring of emerging infections. The above-men-
tioned standardization of the automated ribotyping system provides an important advantage
over other typing systems. Automated ribotyping has been employed with epidemiological
surveillance purposes for the characterization of organisms such as Listeria monocytogenes,
methicillin-resistant Staphylococcus aureus, Campylobacter spp., Corynebacterium
diphtheriae, and enterococci (39,51–54).
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Diagnostic Applications of Protein Microarrays

Samir Hanash

1. Introduction
The sequencing of the human genome has opened the door for proteomics by providing a

sequence-based framework to mine the human proteome. Although the field of proteomics was
initially dominated by two-dimensional gels and mass spectrometry, the current emphasis is on
developing proteome-scale high-throughput methods, as exemplified by the development of
protein microarrays. This chapter addesses the utility of protein microarrays for clinical appli-
cations. Additional information about protein microarrays can be found in several review
articles that have been published in various journals (1–4).

The clinical applications of protein microarrays cover a wide range from their use to detect
disease or assess response to therapy based on profiling of biological fluids, to their use for
profiling of disease tissue to determine disease subtypes and decide on the most appropriate
therapy. Although the field of protein microarrays is still evolving, there are currently two
broad classes of protein arrays. One class consists of arrays that contain protein capture agents,
such as antibodies, which are utilized to assay the abundance of corresponding antigens in
biological samples, and another class consists of arrays that contain proteins or peptides to be
interrogated using cells, tissues, biological fluids, or single agents to uncover their interactions
with specific arrayed proteins or peptides.

2. Protein Capture Arrays
Arrays containing capture agents can be used in a similar manner as sandwich assays, in

which an immobilized antibody or any other type of capture agent is utilized to capture proteins
of interest in a biological sample and a second labeled antibody or capture agent is used to
detect and determine the abundance of the protein (5). Such an approach, therefore, requires
two capture agents that recognize different epitopes that need to be available for binding in
order to assay any given protein(s). This dual requirement creates constraints for interrogating
the abundance of large numbers of proteins simultaneously in a biological sample. Alterna-
tively, a label-free detection method, such as mass spectrometry or surface plasmon reso-
nance, can be utilized. Yet another alternative is to tag biological samples before they are
hybridized to immobilized capture agents. The levels of the proteins in the biological sample,
for which corresponding capture agents are arrayed, is determined based on quantifying the
amount of tag bound to the immobilized capture agents. Haab et al. investigated this approach
using a set of 115 antibodies and their corresponding protein ligands, which were labeled with
Cy5 dye, and combined with a Cy3-labeled reference mixture (6). They determined that some
20% of the arrayed antibodies provided specific and accurate measurements of their target
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antigens at a concentration of 1.6 µg/mL or less. Some antibodies could detect ligands at con-
centrations of less than 1 ng/mL. In addition to determining the amount of a protein(s) in a
biological sample, there is value in determining posttranslational modifications. A poten-
tially useful approach to determine the level of phosphorylation of a protein is a dual de-
tection system in which captured proteins are assessed with respect to their phosphorylation
status. Steinberg et al. applied a novel phosphoprotein dye technology suitable for the fluores-
cent detection of phosphoserine-, phosphothreonine-, and phosphotyrosine-containing proteins
to the determination of protein kinase and phosphatase substrate preference (7). The utility of
the fluorescent dye technology was demonstrated using phosphoproteins and phosphopeptides
as well as with protein kinase reactions performed in miniaturized microarray assay format
(8). Instead of applying a phosphoamino acid-selective antibody labeled with a fluorescent
or enzymatic tag for detection, a small fluorescent probe was employed as a sensor of protein
phosphorylation status. The detection limit for phosphoproteins on a variety of different com-
mercially available protein array substrates was found to be 312–625 fg, depending on the
number of phosphate residues (8). The development of reagents that allow assessment of pro-
tein modification such as phosphorylation, glycosylation, or other functionally relevant protein
changes have substantial utility for clinical applications.

A major challenge in making biochips for global analysis of protein expression is the current
lack of comprehensive sets of genome-scale capture agents, such as antibodies. Eventually,
antibodies to capture proteins on a proteomewide basis, as envisioned by the Human Proteome
Organization (HUPO) and others, are likely to become available. The compelling need for
developing capture agents with the prerequisite specificity has led numerous biotechnology
companies to devise novel strategies that include aptamers (SomaLogic, http://
www.somalogic.com/), ribozymes (Archemix, http://www.archemix.com/), partial-molecule
imprints (Aspira Biosystems, http://www.aspirabio.com), and modified binding proteins
(Phylos, http://www.phylos.com).

Antibody microarrays with a relatively limited content as compared to DNA microarrays
have become commercially available. For example, the BD Clontech Ab Microarray 500 con-
sists of 500 distinct antibodies that detect a variety of human proteins either in circulation or in
cell and tissue extract. These correspond to a broad range of functional classes involved in
signal transduction, cell growth and proliferation, apoptosis, inflammation, and the immune
response. A complete list of the antibodies on this array is available at http://
atlasinfo.clontech.com/abinfo/ab-list-action.do. Other commercially available antibody
microarrays that interrogate a more limited or a particular class of proteins are also available.
The content and variety of commercially available microarrays is likely to continue to expand.
A potential limiting factor for the use of commercial microarrays is their cost.

3. Arrays Containing Proteins, Peptides, or Lysates
For assays of protein interactions, arrays that contain either peptides or proteins are being

produced. Peptides can be synthesized in very large numbers directly on the chip (see Fig. 1)
(9). Alternatively, recombinant proteins can be arrayed. There is substantial interest at the
present time to assemble large sets of purified recombinant proteins for various applications,
including microarray construction, as has been done with the yeast (10,11). As a demonstration
of the functional utility of arrays of recombinant proteins, Zhu et al. investigated 119 of the 122
predicted protein kinases in yeast to determine their substrate specificities (12). They con-
structed miniaturized microtiter plates with 10 × 14 wells that they covalently coated with
different protein or peptide substrates. A recombinant kinase, together with [γ-33P]ATP, was
deposited into each well. Reactivity in different wells was determined by phosphorimager analy-
sis and they were able to determine kinase specificity. Yet another type of protein array con-
sists of arraying lysates prepared individually from multiple clinical samples, such as tumors.
Such arrays are produced in batches in which each array contains the full complement of clini-
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Fig. 1. Parallel on-chip peptide synthesis by light-directed photo-acid generation (9). The
principle is shown on top. An acid precursor molecule (PGA-P) gives an acid (PGA) at the
desired location when exposed to light. The acid labile protection groups are removed at loca-
tions exposed to light enabling the growing peptide to react with the next amino acid. A digital
light pattern generated by the computer is projected onto the chip to spatially control the loca-
tions at which addition of the amino acid will take place. The bottom figure shows the posi-
tional scanning of the RHSVV epitope of p53 using PAb240 antibody binding. The sequence
RNTFRHSVVVPYEP is scanned with overlapping 4–10-mers. On the left side, the epitope is
close to the surface, and on the right side, it is away from the surface. (Courtesy Dr. E. Gulari.)
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cal samples. Each array is interrogated with a single antibody to determine the level or post-
translational modification of a particular protein.

4. Array Construction, Hybridization, and Scanning
There are numerous options available for array construction, hybridization, and scanning, as

illustrated in part in Fig. 2 (13,14). Various substrates, such as Nylon, polystyrene, and silica
glass have been investigated, and different functional groups, such as aminosilanes, aldehydes,
and epoxide groups, have been investigated with various substrates for efficiency of protein
immobilization and background levels (15–17). Cross-linkers have been utilized to couple pro-
teins to a surface-modified substrate. Surface coating with various gels is another option (18,19).
Various approaches for oriented immobilization of proteins have also been implemented (13).

In our customized procedure for array production, we have utilized readily available equip-
ment for DNA microarray construction. Antibody solutions are loaded onto a 384-well plate at
concentrations ranging from 0.1 to 0.7 mg/mL in volumes of 5 µL/well. Antibodies are arrayed
using a 32-pin arrayer onto nitrocellulose membranes supported on glass slides. The spacing is
set at 500 µm, and the diameter of the spots typically varies between 175 and 225 µm. The
arrays are rinsed in phosphate-buffered saline (PBS), pH 7.5, containing 4% nonfat milk and
0.1% Tween-20 for 1 min to remove unbound protein. Subsequently, they are blocked with
PBS supplemented with 4% nonfat milk for 40 min under agitation. The slides are then washed
three times in PBS, after which they are ready for further assays. The washing and hybridiza-
tion steps are performed in an automated hybridization station at 22°C. Microarrays are ana-
lyzed in a scanner using a 550-nm long-pass filter laser. Software is used to delineate the
location of each spot in the array. The fluorescence intensity of each spot is calculated as the
average pixel intensity of the spot. The background consisting of the median of pixel intensities
from the area around the spot is subtracted. A normalization factor is utilized to eliminate
differences because of experimental error or variation. The normalization factor is determined
by using biotinylated–BSA (bovine serum albumin) as an internal reference sample.

5. Disease-Related Applications of Protein Arrays
Disease tissue profiling studies that have utilized protein microarrays are beginning to

emerge, particularly in the cancer field. Belov et al. have used a microarray of 60 antibodies
directed against cluster of differentiation (CD) antigens to immunophenotype various types of
leukemia (20,21). They utilized whole cells to determine expression of antigens expressed on
the surface. Based on the expression pattern of CD antigens, a fingerprint was defined for
chronic lymphocytic leukemia. As a model to better understand how patterns of protein expres-
sion shape the tissue microenvironment, Knezevic et al. analyzed protein expression in tissue
derived from squamous cell carcinomas of the oral cavity through an antibody microarray
approach for high-throughput proteomic analysis (22). Utilizing laser capture microdissec-
tion to procure total protein from specific cell populations, they demonstrated that quantitative,
and potentially qualitative, differences in expression patterns of multiple proteins within epi-
thelial cells reproducibly correlated with oral cavity tumor progression. Differential expression
of multiple proteins was found in stromal cells surrounding and adjacent to regions of diseased
epithelium that directly correlated with tumor progression of the epithelium. Most of the pro-
teins identified in both cell types were involved in signal transduction pathways. They hypoth-
esized, therefore, that extensive molecular communications involving complex cellular signaling
between epithelium and stroma play a key role in driving oral cavity cancer progression.

Cytokines have become a popular target for analysis using microarrays. Schweitzer et al.
printed 75 cytokine antibodies on chemically derivatized glass slides and investigated cytokine
secretion from human dendritic cells induced with lipopolysaccharide or tumor-necrosis factor-α
(23). They used isothermal rolling circle amplification (24) to increase the sensitivity of their
assay. Some of the detection antibodies were found to crossreact with other cytokines on the
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array. Therefore, they divided their collection of capture antibodies into two groups that were
spotted on a different portion of the same glass slide separated by a Teflon barrier.

A reversed-phase protein array approach that immobilizes the whole repertoire of a tissue’s
proteins has been developed (25). A high degree of sensitivity, precision, and linearity was
achieved making it possible to quantify the phosphorylation status of signal proteins in human
tissue cell subpopulations. Using this approach, Paweletz et al. (25) have longitudinally ana-
lyzed pro-survival checkpoint proteins at the transition stage from patient-matched histologi-
cally normal prostate epithelium to prostate intraepithelial neoplasia and to invasive prostate
cancer. Cancer progression was associated with increased phosphorylation of Akt, suppression
of apoptosis pathways, as well as decreased phosphorylation of ERK. At the transition from
histologically normal epithelium to intraepithelial neoplasia, a statistically significant increase
in phosphorylated Akt and a concomitant suppression of downstream apoptosis pathways pre-
ceding the transition into invasive carcinoma were observed.

A clinically relevant application of protein microarrays is the identification of proteins that
induce an antibody response in autoimmune disorders (26). Microarrays were produced by
attaching several hundred proteins and peptides to the surface of derivatized glass slides.
Arrays were incubated with patient serum and fluorescent labels were used to detect autoanti-
body binding to specific proteins in autoimmune diseases, including systemic lupus erythema-
tosus and rheumatoid arthritis. In a more recent study (27), a “myelin proteome” microarray
was developed to profile the evolution of autoantibody responses in experimental autoimmune
encephalomyelitis, a model for multiple sclerosis. Increased diversity of autoantibody responses
predicted a more severe clinical course. Chronic experimental autoimmune encephalomyelitis
was associated with previously undescribed extensive intramolecular and intermolecular

Fig. 2. Some options available for array production and signal detection
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epitope spreading of autoreactive B-cell responses. Proteomic monitoring of autoantibody
responses provided a useful approach to monitor autoimmune disease and to develop and
tailor disease- and patient-specific tolerizing DNA vaccines.

An important consideration in protein microarrays is that proteins undergo numerous post-
translational modifications that might be highly important to their functions and to disease
development. However, these modifications are generally not captured using either recombi-
nant proteins or antibodies that do not distinctly recognize specific forms of a protein. One
approach for comprehensive analysis of proteins in their modified forms is to array proteins
directly isolated from cells and tissues following protein fractionation schemes (28) (see Fig. 3).
Fractions that react with specific probes are within the reach of chromatographic and gel-based
separation techniques for resolving their individual protein constituents and of mass spectro-
metric techniques for identification of their constituent proteins.

A productive approach for cancer marker identification has been the analysis of serum for
autoantibodies against tumor proteins. There is increasing evidence for an immune response to
cancer in humans, demonstrated in part by the identification of autoantibodies against a number
of intracellular and surface antigens detectable in sera from patients with different cancer types
(29). The identification of panels of tumor antigens that elicit an antibody response might have
utility in cancer screening, diagnosis, or establishing prognosis. Such antigens might also have

Fig. 3. Production of arrays containing natural proteins. Proteins in cell lysates are separated
into 20 fractions, in a first dimension based on their charge (A). Each fraction is further sepa-
rated in a second dimension based on hydrophobicity (B). Individual aliquots from each of
some 2000 fractions are printed on microarray slides (C).
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utility in immunotherapy against the disease. There are several approaches for the detection of
tumor antigens that induce an immune response (29). For most antigenic proteins that induce
an antibody response in cancer identified using proteomics, posttranslational modifications
contributed to the immune response. For example, in a study of lung cancer, sera from 60% of
patients with lung adenocarcinoma and 33% of patients with squamous cell lung carcinoma,
but none of the noncancer controls, exhibited IgG-based reactivity against proteins identified
as glycosylated annexins I and II (30). Microarrays that contain proteins derived from tumor
cells have the potential of substantially accelerating the pace of discovery of tumor antigens
and yielding a molecular signature for immune responses directed against protein targets in
different types of cancer (31,32) (see Fig. 4). In a study of colon cancer (32), microarrays
printed with 1760 separate protein fractions, isolated from the LoVo colon adenocarcinoma
cell line, were hybridized with individual sera. A fraction that exhibited IgG-based reactivity
with 9/15 colon cancer sera was found to contain Ubiquitin C-terminal hydrolase L3 (UCH-L3)
by tandem mass spectrometry (ESI-Q-TOF). The highest levels of UCH-L3 mRNA among the
329 tumors of different types analyzed by DNA microarrays were found in colon tumors. Inde-
pendent validation by Western blotting demonstrated UCH-L3 antibodies in 19/43 sera from
patients with colon cancer and in 0/54 sera from subjects with lung cancer, colon adenoma,
or otherwise healthy. These data point to the utility of microarrays printed with natural proteins
for the identification of cancer markers.

 6. Use of SELDI Biochips for Marker Discovery
The potential of mass spectrometry to yield comprehensive profiles of peptides and proteins

in biological fluids without the need to first carry out protein separations has attracted interest.
In principle, such an approach would be highly suited for clinical applications because of
reduced sample requirements and high throughput. This approach is currently popularized,
particularly for serum analysis, by the technology referred to as surface-enhanced laser-desorp-
tion ionization (SELDI) (33). Proteins from a patient sample are captured by a variety of means,
including adsorption, partition, electrostatic interaction, or affinity chromatography on various
types of surface that retain proteins with distinctive properties. Although such capture surfaces
are referred to as “chips,” they should not be confused with microarrays, as they do not involve
any type of arraying. Although SELDI has achieved some notoriety, the direct analysis of tis-
sues or biological fluids can be simply accomplished using standard matrix-assisted laser-des-
orption ionization (MALDI) without the use of proprietary surfaces.

The major drawbacks of direct analysis of tissues or biological fluids by MALDI or SELDI
are the preferential detection of proteins with a lower molecular mass and the difficulty in
determining the identity of proteins whose masses are measured because of lack of correspon-
dence between the masses detected and those predicted for corresponding proteins, because of
posttranslational modifications. Occasionally, the masses observed match precisely the pre-
dicted masses of specific proteins. This was the case in a study of proteins secreted by stimu-
lated CD8 T-cells, which led to the identification of the small proteins α-defensin 1, 2 and 3 as
contributing to the anti-HIV-1 activity of CD8 antiviral factor (34).

Some quite noteworthy findings have been reported using SELDI. They include the ability
to accurately diagnose ovarian, prostate, breast, and other types of cancer with minimal sample
requirement and with high throughput. A study of ovarian cancer that has attracted consider-
able attention demonstrated the ability of SELDI in combination with an algorithm, to correctly
identify all cancer patients, including those with limited stage I disease (35). However, there
has been some concern regarding the significance of the findings because the molecules moni-
tored in serum by SELDI-TOF proteomic patterns are likely to be present at concentrations
many folds higher than traditional cancer biomarkers . It was felt that such markers would not
originate from the tumor and that they are epiphenomena of cancer produced by other organs in
response either to the presence of cancer or to a generalized condition of the cancer patient such
as debilitation or acute-phase reaction (36). Thus, the role of MALDI and MALDI surfaces in
clinical diagnosis is currently under investigation.
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Fig. 4. A microrray containing some 2000 protein fractions obtained from a colon adenocar-
cinoma cell line, hybridized with serum from a patient with colon adenocarcinoma. Numerous
fractions showed strong binding with IgG antibodies in the patient’s serum.
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7. Conclusion
Although the field of protein microarrays is in its early stages, there is potential for uncover-

ing a wealth of valuable findings, some of which would be directly relevant to diagnostics and
others might have relevance for disease classification, assessment of prognosis, and therapy.
The current major bottleneck of content is likely to be gradually resolved as proteins, peptides,
and their capture agents become available in increasing numbers. It might be envisioned that, in
one fashion or another, protein microarrays will be established in the clinical laboratory.
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The Human Genome Project

Rahul Chodhari and Eddie Chung

1. Introduction
The completion of the Human Genome Project (HGP) was announced on 24 April 2003 (1).

It was a landmark event in the history of biology and represents one of the most remarkable
achievements in the history of science and signals the beginning of a new era in biomedical
research. This chapter will describe briefly the history that led to the completion of the human
genome project, what we know so far, some important immediate and potential future applica-
tions, and their implications.

2. History
The completion of the HGP coincides with the 50th anniversary of the publication of the

double-helical structure of DNA. It has been an amazing journey over the past 50 yr, from
DNAs double helix to the 3 billion bases of the human genome. The discovery of the structure
of DNA had a profound impact on biology. It planted the seed of the HGP and created a new
view of biology as an information science. The digital nature of DNA structure and its
complementarity account for much of its phenomenal impact on science and biology. DNA can
accommodate almost any combination of sequence of the bases adenine (A), cytosine (C), gua-
nine (G), and thymine (T). Each gene encodes a complementary RNA transcript, called mes-
senger RNA, made up of A, C, G, and uracil (U), instead of T. The four bases of the DNA and
RNA alphabets are related to the 20 amino acids of the protein alphabet by a triplet code of
three letters. There are 64 different triplets or codons, only 61 of which encode an amino acid
because different triplets can encode the same amino acid, and three of which signal the termi-
nation of the growing protein chain. The dictionary of DNA letters that make up the amino
acids is known as the genetic code.

The ability to recreate the process of DNA replication in the laboratory led to the develop-
ment of two techniques that made the HGP possible: a manual DNA-sequencing method in
1975 (2) and, in 1985, the discovery of polymerase chain reaction (PCR) (3), whereby DNA
sequences could be amplified 106-fold or more. The first efforts to sequence DNA, pioneered
by Gilbert and Sanger in the 1970s, produced stretches of DNA sequence a few hundred bases
long. The combination of technical wizardry and intensive automation in the following decade
launched the “genomic era.” The advances in sequencing capacity have been remarkable with
the latest sequencing machines capable of sequencing over 1.5 million bases in one day.

The HGP traces its roots to an initiative in the US Department of Energy (DOE) in 1947
when the US Congress asked DOE and its predecessor agencies to develop new energy
resources and technologies and to evaluate the potential health and environmental risks as a
result of their production and use. In 1986, DOE announced the Human Genome Initiative,
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convinced that a reference human genome sequence would help to achieve its missions. Shortly
thereafter, DOE joined with the National Institutes of Health (NIH) to develop a plan for a joint
HGP that officially began in 1990 (4). It soon became an international effort involving hun-
dreds of scientists at 20 sequencing centers in China, France, Germany, Great Britain, Japan,
and the United States. The five institutions that generated the most sequence were Baylor
College of Medicine (Houston, TX), Washington University School of Medicine (St. Louis,
MO), Whitehead Institute/MIT Center for Genome Research (Cambridge, MA), DOE’s Joint
Genome Institute (Walnut Creek, CA), and The Wellcome Trust Sanger Institute near Cambridge
(England).

The primary goals of HGP were to discover all the human genes and make them accessible
for further biological study, to determine the complete sequence of the genomes of the human
and model organisms such as Escherichia coli and the mouse to help develop the technology
and to interpret human DNA and gene function, to enhance computational resources to support
future research and commercial applications, and to study human variation. In addition, a cent
in every dollar was to be spent on ethical and legal issues. All of the project’s goals have been
completed successfully 2 yr ahead of expectation and for a cost substantially less than the
original estimates.

The first genome of a living organism, Haemophilus influenzae, was sequenced in 1995 and
those of baker’s yeast (Saccharomyces cerevisiae), the round worm (Caenorhabditis elegans),
fruit fly (Drosophila melanogaster), and mustard weed (Arabidopsis thaliana) followed in rapid
succession between 1996 and 2000. The announcement in 1998 by Celera, a private company,
of plans to sequence the human genome within 3 yr generated acrimony and competition
between private and public sequencing efforts. This spurred progress and is considered a
major factor in the sequencing being completed ahead of schedule. The first drafts of the human
sequence were announced in June 2000 jointly by HGP and Celera at a White House ceremony
and were published simultaneously in February 2001 (5,6). At an amazing speed, the “draft”
sequence has since been successfully converted into a “finished” sequence that is highly accurate
with less than 1 error per 10,000 letters! The finished version of the human genome now con-
tains 99% of the gene-containing sequence, with the missing parts essentially contained in less
than 400 defined gaps. These remaining gaps represent regions of DNA in the genome with
unusual structures that cannot be reliably sequenced with current technology. These regions,
however, appear to contain very few genes. Closing these gaps will require individual research
projects and new technologies rather than the industrial-scale efforts of the Human Genome
Project. The high-throughput sequencing of the human genome has, therefore, reached its natu-
ral conclusion.

3. What Do We Know About the Human Genome?
The human genome contains 3.2 billion chemical nucleotide bases (A, C, T, and G). Less

than 2% of the genome encodes protein. This represents just 5% of the 28% of the sequence
that is transcribed into RNA. The functions are unknown for more than 50% of discovered
genes. Over half of the DNA consists of repeated sequences of various types whose function
are even less well understood: 45% in four classes of parasitic DNA elements, 3% in repeats of
just a few bases, and about 5% in recent duplications of large segments of DNA. Most of the
“parasitic” DNA came about by reverse transcription from RNA. These stretches of repetitive
sequences, sometimes wrongly labeled as “junk DNA,” constitute an informative historical
record of evolutionary biology (7). They provide a rich source of information for population
genetics and medical genetics and are active agents for change within the genome by introduc-
ing changes into coding regions. Over time, rearrangement of the genome caused by these
repeats results in entirely new genes or modification of existing genes. They might also shed
light on chromosome structure and dynamics.

The coding region of a gene on average consists of 3000 bases, but genomic sizes vary
greatly, with the largest known human gene being dystrophin at 2.4 million bases. Genes
appear to be concentrated in random regions along the genome between vast stretches of
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noncoding DNA. The largest human chromosome, chromosome 1, has the most genes (almost
3000) and the Y chromosome has the fewest (see Fig. 1). There is a striking tendency for highly
expressed genes to cluster in specific chromosomal regions with high gene density. Chromo-
some 19 is packed with genes at an average of 23 per megabase, whereas chromosome 13 is
gene-poor, at just 5 genes per megabase. The three chromosomes responsible for most constitu-
tional trisomies, 13, 18, and 21, show low gene density and low gene expression. This might
account for the nonlethal effects of an extra copy of the three chromosomes. In regions of the
genome rich in GC bases, the gene density is greater and the average intron size is lower. These
introns, which are made up of largely repetitive sequence that breaks up the protein-coding
sequences (exons) of genes, are much longer in human DNA than in many other genomes. The
presence of these long stretches of repetitive intronic sequence is one factor that makes finding
genes by computer difficult in human DNA.

3.1. How Many Genes Do We Have?

There are estimated to be about 25,000 protein-encoding genes in the human genome (8).
The exact number of genes remains uncertain. The number of coding genes in the human se-
quence compares with 6000 for a yeast cell, 13,000 for a fly, 18,000 for a worm, and 26,000 for
a plant. None of the numbers for the multicellular organisms is highly accurate because of the
limitations of gene-finding programs. It is clear that we do not gain our complexity over worms
and plants by having many more genes. The major difference between humans and worms or

Fig. 1. Ideogram of human chromosomes with their number of genes and size in megabase (Mb).
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flies lies in the complexity of our proteins with more domains (modules) per protein and novel
combinations of domains. Although the number of human genes is estimated at only about
25,000, it is likely that the number of proteins or gene products encoded by the human genome
is greater than this by at least twofold to threefold, as a result of alternative splicing, intergenic
recombination, RNA editing, and posttranslational modifications.

Most of our genes come from the distant evolutionary past. In fact, less than 10% of the
almost 1300 known protein families in our genome appear to be specific to vertebrates. The
genes involved in the most elementary of cellular functions such as basic metabolism, tran-
scription of DNA into RNA, translation of RNA into protein, DNA replication and the like
appear to have evolved just once and have stayed relatively unchanged since the evolution of
single-celled yeast and bacteria.

3.2. Variation in the Human Genome

The human genome sequence is approx 99.9% identical in all people. This means that there
are at least 3 million locations where single-base DNA differences occur. Because a person’s
genotype represents the patchwork of parental genotypes, we are each heterozygous at about 3
million bases. The most common type of sequence variation is the single-nucleotide polymor-
phism (SNP), where, by definition, individuals differ in their DNA sequence, by a single base.
The human genome has an estimated 10 million SNPs. It is believed that slight variations in our
DNA sequences can have a major impact on whether or not we develop a disease and on our
responses to environmental factors. Many efforts are currently under way, in both the academic
and commercial sectors, to identify these SNPs and to validate them with their frequencies in
the population.

4. Applications
The completion of the HGP marks the start of an exciting new era—the era of the genome in

medicine and health. The human genome reference sequence provides a magnificent and
unprecedented biological resource that will serve as a basis for research, discovery, and ultimately
practical application (9).

4.1. Bioinformatics

Continual development of experimental technologies for accumulating diverse biological
data and developments in informatics technologies gave birth to the discipline of bioinformatics.
The diverse range of large-scale data requires sophisticated computational methods for retrieval,
handling, and analysis. The arrival of the Internet has made both user access and software
development far easier than before. The availability of genomic information and the aggre-
gated knowledge over the Internet is, indeed, the central success of the HGP.

A fundamental activity of bioinformatics is sequence analysis of DNA and proteins using
various programs and databases available on the World Wide Web. The ever-increasing amount
of data from the genome projects has required computer databases to develop rapid assimila-
tion, usable formats, and algorithm software programs for efficient management of biological
data. Most genome databases now feature more than just basic sequence information; they
contain a wide range of annotated information on factors such as disease states, protein struc-
ture, and polymorphisms. Some of these databases can be found and accessed at the National
Center for Biotechnology Information (10) using the Entrez browser, which is a text-based
search and retrieval system. These include PubMed for biomedical literature, GenBank for
genome sequence, Unigene for gene-oriented clusters of transcript sequences, and OMIM
(Online Mendelian Inheritance in Man) for a comprehensive catalog of human genes and
genetic disorders (see Fig. 2). Other useful sites include the human reference sequence data-
base (11) and Ensembl (12), which produces and maintains automatic annotation on eukaryotic
genomes and sites that list disease susceptibility genetic mutations and polymorphisms and
those that enable a search for disease genes given a DNA sequence. The latest 2003 annual
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database special issue of Nucleic Acids Research (13) (freely available online) contains an
index of major databases with a brief summary of what each offers.

One of the simplest and best known search tools is called BLAST (Basic local alignment
search tool) (14). This algorithm software is capable of searching databases for genes with
similar nucleotide composition and allows comparison of an unknown DNA or amino acid
sequence with hundreds or thousands of sequences from human and other organisms. Data-
bases of known sequences can be used to identify similar sequences, which might be homologs
of the query sequence. When a database is searched with the query sequence, local alignment
between the query sequence and any similar sequence in the database is conducted. The result
of the search is sorted in order of priority based on the degree of maximum similarity (see
Fig. 3). Homology usually implies that sequences can be related by divergence from a com-
mon ancestor or share common functional aspects. If homologs or related molecules exist for
a query sequence, then a newly discovered protein can be modeled and the gene product
predicted.

Apart from analysis of genome sequence data, bioinformatics is now being used for a vari-
ety of other important tasks, including analysis of gene variation and expression, analysis and
prediction of gene and protein structure and function, prediction and detection of gene regula-
tion networks, simulation environments for whole-cell modeling, complex modeling of gene
regulatory dynamics and networks, and presentation and analysis of molecular pathways in
order to understand gene–disease interactions. Bioinformatics is an expanding field and will
remain an important tool to help molecular biologists and clinical researchers to capitalize on
the advantages brought by computational biology.

Fig. 2. A snapshot of the page on primary ciliary dyskinesia at Online Mendelian Inheritance
in Man (OMIM) database.
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4.2. Comparative Genomics

 A genome sequence contains not only a complete set of genes and their precise locations in
the chromosome, but also gene similarity relationships within the genome and across species
(15). Hundreds of genome sequence projects on microbes, plants, and animals have been com-
pleted since the initiation of the HGP (see Fig. 4) and many other sequencing projects are in
progress. The accumulation of sequences of organisms, especially the so-called “model” organ-
isms in which experimentation is easy, has greatly aided both our understanding and further stud-
ies of disease genes and their biological roles. The availability of the sequences of many of
these organisms makes similarity searching possible such that homologous sequences in differ-
ent organisms can be identified. Such comparison of genome sequences from evolutionarily
diverse species has become a powerful tool for identifying functionally important genomic
elements (16). Initial analyses of available vertebrate genome sequences have revealed many
previously undiscovered protein-coding sequences. Mammal-to-mammal sequence compari-
sons have revealed large numbers of homologies in noncoding regions, few of which can be
defined in functional terms. The generation of additional genome sequences from several well-
chosen species is crucial to the functional characterization of the human genome. Experimental
whole-genome querying has become increasingly common using tools such as RNA interfer-
ence and targeted mutagenesis, particularly in organisms with smaller genomes such as baker’s
yeast, the nematode worm, and the fruit fly.

4.3. Advances in Genetics: Identification of Disease Genes

All diseases have a genetic component, whether inherited or resulting from the body’s
response to environmental stresses like viruses or toxins. The completion of the human
genome sequence has had a major impact on finding genes associated with human disease. The
successes of the HGP have enabled researchers to identify errors in genes that cause or contrib-
ute to a disease. The ultimate goal is to use this information to develop new ways to diagnose,
treat, cure, or even prevent the thousands of human genetic diseases.

4.3.1. Single-Gene Disorders

The past two decades have witnessed an explosion in both molecular and computational
technology, which has facilitated the identification of genes for a large number of inherited
human disorders. These successes have been restricted largely to simple Mendelian conditions.
Although important to the individuals who carry these genes, they are relatively rare and are,
therefore, of limited significance in terms of public health.

There are, in general, three main approaches to mapping the genetic variants involved in a
disease: functional cloning, the candidate gene strategy, and positional cloning. In functional
cloning, identification of the underlying protein defect leads to localization of the responsible
gene (disease�function�gene�map). In the candidate gene approach, genes with a known or
proposed function with the potential to cause the disease phenotype are investigated for a direct
role in disease. Positional cloning is used when the biochemical nature of disease is unknown.
No knowledge of the biology of the disease or trait is required other than a secure assessment of
the phenotype. Genetic markers not related to disease physiology and genomewide screens are
usually the starting point for mapping the genetic factors of the disease. The aim is first to
locate the genetic region within which a disease-predisposing gene lies and, once this is found,
to identify the gene and determine its functional and biological role in the disease
(disease�map�gene�function). Over the past decade, over 1000 genes causing human dis-
eases or traits have been identified by positional cloning. Huntington’s disease is a classic
example of successful positional cloning, for which genetic linkage to chromosome 4 was
reported in 1983 and the gene was cloned 10 yr later in 1993

Completion of the HGP with its associated advances in bioinformatics and comparative
genomics has made both functional and positional cloning of Mendelian traits and diseases
relatively straightforward. A disease gene can now be identified in a matter of months by a
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single graduate student with an appropriate family resource and access to DNA samples and
associated phenotypes, an internet connection to the public genome databases, a thermal cy-
cler, and a DNA-sequencing machine. This has been in part the result of the increased ability
to identify candidate genes in a region that has already been identified by positional cloning.
For example, we have recently mapped a locus for primary ciliary dyskinesia (PCD) to chro-
mosome 16p12.1-12.2 in a group of families from the Faroe Islands. PCD is a rare autosomal
recessive human condition with a clinical phenotype of recurrent respiratory tract infections,
subfertility, and situs inversus. It is primarily a result of dysfunction of cilia that line the respi-
ratory epithelia and sperm flagella. A critical region was defined by polymorphic DNA mark-
ers D16S403 and D16S3133 corresponding to a genetic distance of 2.8 cM (centimorgans) and
a physical distance of 1.5 Mb. At the click of a button on a computer, the human genome
sequence data of this critical region are available at the NCBI Homo sapiens map view (see
Fig. 5) or the UCSC Genome Bioinformatics website, which contains 15 distinct known
genes with strong experimental support. Further bioinformatic analysis of the genomic sequence
data identified another 11 genes based on gene prediction programs with the help of expressed
sequence tags data, human cDNA collections, and protein-sequence annotation. The critical
region, however, contains no genes with predicted function or structure related to cilia. Flagella
of Chlamydomonas and Trypanosomes share high homology in structure to human cilia, which
makes these organisms ideal model systems for PCD. The genome projects of these organisms
are close to completion, with different draft stages publicly available (17,18). This allows
extensive comparative bioinformatics to be carried out to aid candidate gene selection within
this relatively large critical region. This analysis revealed protein homology (30% identity and
40% similarities of the amino acid sequences) to both model organisms for 10 of the 26 known
and predicted genes. Further prioritization will be done on the basis of predicted function and
expression profile. In addition, technical advances in genetic manipulation of these model

Fig. 4. A graph showing the time line (Y-axis) of completion of selected genomes and their
respective sizes (X-axis) in megabases (Mb) on a logarithmic scale.
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organisms such as RNA interference offers the possibility of evaluating the flagellar phenotype
of mutant Chlamydomonas and Trypanosoma strains of some of the candidate genes and func-
tional analysis.

4.3.2. Genes in Complex Disorders

Complex or multifactorial diseases result from the interaction of environmental factors and
multiple genes. These include common diseases such as diabetes, epilepsy, coronary heart dis-
ease, cancers, and asthma, which are all major contributors to the morbidity and mortality of
the population. The study of genomics will, therefore, most likely make its greatest contribu-
tion to health by revealing mechanisms of these common and complex diseases. However, in
general, genetic variation has only subtle effects on susceptibility to common diseases, and the
way in which genetic and environmental factors interact to cause disease is highly complex.

It is clear that, owing to weak linkage signals, positional cloning has limited use in the
identification of lower-relative-risk, disease-associated variants. With advances in technology
such as DNA microarray (DNA chip) and the presence of millions of SNPs in the human
genome, it is hoped that studies using SNPs will provide new approaches to detect genetic
variants which predispose to these common and complex diseases (19). Of the 1.4 million
SNPs currently on the public map, only 60,000 are located in protein-coding regions, called
exons, and relatively few of these change amino acids (20). The SNPs that change the amino
acid sequence and the variants in gene regulatory regions that control protein expression levels

Fig. 5. A snapshot of NCBI Homo sapiens map view of the critical region of the primary
ciliary dyskinesia locus on chromosome 16 between 22,904,000 to 24,785,000 basepairs. Genes
are listed with web links to other databases such as OMIM and LocusLink, providing annotated
descriptive information on the gene.
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are most likely to have a significant effect on the protein product of a gene. In cases where
change of a single base in the genome sequence is sufficient to cause disease, it has become
possible to identify this change and improve our understanding of the disease. More commonly,
the SNPs are used as markers to track inheritance of genetic variants in common and complex
diseases by linkage disequilibrium and epidemiological association studies (i.e., studies of
affected persons and control subjects). This is because a SNP might be a marker of biological
variant that happens to be associated with a disease or health because of its physical proximity
to the genetic factor that is actually the cause. For this reason, recombination between the SNP
and the causative genetic factor has occurred only rarely as genetic material has passed through
generations. In genetic terms, the SNP and the causative genetic factor are said to be in linkage
disequilibrium (LD). In the presence of LD, nearby SNPs can serve as proxies for each other in
a genetic association study. Hence, a subset of SNPs spaced throughout the genome might
allow a comprehensive test of common genetic variation across the entire genome. Although
the exact number of SNPs needed for linkage disequilibrium studies is unknown, the 1.4 mil-
lion SNPs in the public domain should offer a sufficient number to explore most regions of the
genome.

Recently, it has been shown that sets of SNPs on the same chromosome are inherited
together (haplotypes) separated by short segments of very low LD sometimes referred to as
“recombination hot spots” (21). Whereas a SNP represents a single-nucleotide variant, a haplo-
type represents a considerably longer sequence of nucleotides (averaging about 25,000), as
well as any variants, that tend to be inherited together. In chromosomal regions where there are
limited haplotype diversity, most of the chromosomes in the population can be accounted for
by only a small number of distinct haplotypes known as haplotype blocks (see Fig. 6). An
extension of the current efforts to catalog SNPs and correlate them to phenotype is efforts to
map and use haplotypes. It is hoped that the generation of the SNP haplotype map of the human
genome will dramatically decrease the number of individual SNPs to be scanned in association
studies. The new map should facilitate our attempts to identify the genetic variants in complex,
common diseases and how they can contribute to responses to environmental factors.

At present, SNP detection in large-scale genotyping studies is still prohibitively expensive.
It will be necessary to improve our ability to detect SNPs at a lower cost. Given the large
number of SNPs and the low probability that any specific one causes disease, the sample sizes
in association studies need to be large enough to observe associations in a reproducible fashion
and to achieve adequate statistical power. This also raises the problem of accurate definition of
phenotype, because the same disease can manifest itself with different patterns in different
patients. Interpretation of association studies is further complicated by the number of genes, the
number of variants in each gene, and the frequency of a variant within a population. Many of
these difficult technical and analytical problems need to be overcome before the promise of
SNPs can be fulfilled.

4.4. Diagnosing and Predicting Disease and Disease Susceptibility

A major impact on the clinical practice of medicine as a result of the HGP will be in the area
of genetic testing (22). As hereditary factors in disease are identified, DNA-based tests will
increasingly be used to diagnose a disease, to provide prognostic information about the course
of disease, and to detect a disease in presymptomatic individuals and might, in some cases, be
able to predict the risk of future disease in healthy individuals or their children.

There are several hundred genetic tests currently in clinical use. Most of these tests detect
mutations associated with rare single-gene disorders such as Duchenne muscular dystrophy
and cystic fibrosis. The genetic cause has been identified for more than 1000 single-gene dis-
eases. Many of these are devastating conditions that are fatal during childhood or early adult-
hood. For most of these diseases, genetic testing has so far, in general, offered only the option
of reproductive choice for affected families. For example, the ability to test for Duchenne mus-
cular dystrophy either before birth or even preimplantation has enabled some individuals to
avoid the devastating consequences of severe childhood disability and death for their family.
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For late-onset single-gene diseases, the emphasis falls on predictive testing for
presymptomatic adults. If no treatment is available, as in the case of Huntington’s disease with
its severe neurological deficit and psychiatric symptoms, individuals face difficult personal
dilemmas in deciding whether they really want to know their own future. This can produce very
significant emotional and psychological effects on the person. For diseases where there are
effective interventions to reduce their risk, it is important to identify the at-risk individuals.
Strategies for identifying these people usually rely on testing individuals in families that have a
strong family history of the disease or in which there is a family member known to carry a
causative mutation. One example is familial hypercholesterolemia (FH), which is associated
with premature development of arteriosclerosis and early onset of coronary heart disease. With
the development of HMG-CoA reductase inhibitors (statins), it is now possible to reduce the
risk of or even reverse the development of arteriosclerosis in patients with this condition. It is,
therefore, important to identify at risk members of families with a positive history of the
condition.

Fig. 6. Diagrammatic representation of SNP haplotypes and blocks. 1 and 2 represent SNPs
with two alternative alleles 1 or 2. (A) Pattern of SNPs identified over a region (haplotyes) on
most chromosomes in the population. (B ) These haplotypes can be represented by a smaller
number of distinct haplotype blocks separated by recombination hot spots (dashed lines).
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Recently, tests have been developed to detect mutations for a few complex disorders such as
breast, ovarian, and colon cancers. Some of these tests are being used to make risk estimates in
presymptomatic individuals with a family history of the disorder and, in some cases, have led
to better treatment and outcome. For example, regular colonoscopies for those having muta-
tions associated with colon cancer could potentially save thousands of deaths each year. The
use of gene expression profiling in breast cancer has also shown great promise in assessing
prognosis and guiding therapy.

The public and many medical communities remain unaware of the scientific and social
implications of genetic testing. Although some of these tests have greatly improved and even
saved lives, scientists remain unsure of how to interpret many of them. It is important not to
confuse having disease genes with having the diseases that they cause. In any case, many of the
tests available cannot detect every mutation associated with a particular condition. Different
mutations in the same disease gene might have very different effects leading to a range of
phenotypes. As a result, they can present different risks to different people and populations. In
addition, results of genetic testing can affect family dynamics and pose risks for population
groups if they lead to stigmatization. As genetic testing using DNA sequence becomes more
common, less expensive, and more accurate, it will even be used in cases of mistaken identity,
paternity dispute, and the identification of missing persons. Ascribing behavioral traits to a
person’s genes will remain controversial and cause many problems, not least for the courts that
must resolve disputes when an individual’s behavior and actions conflict with laws.

4.5. Drugs and Therapeutics Development

Pharmacogenomics is the new discipline that combines pharmacology with genomic capa-
bilities. A virtually complete list of human gene products and how they are involved in dis-
eases, disease pathways, and drug-response sites will lead to the discovery of thousands of new
targets and drugs. Even though not all of the 25,000 or so human protein-coding genes will
have products suitable as targets for drug development, there is an enormous untapped pool of
human gene-based targets for therapeutic intervention.

It is well recognized that different people respond in different ways to the same drug or
medical treatment. Thousands of people die each year from adverse responses to medications
that might be beneficial to others. Many experience serious reactions, whereas others fail to
respond at all. These differences depend on individual variation in the way in which drugs are
absorbed and handled within the body as well as different reactions at target sites. Genetics
contributes significantly to the variability in drug disposition and effects (23). There are now
numerous examples of cases in which interindividual differences in drug response are the result
of sequence variants in genes encoding drug-metabolizing enzymes, drug transporters, or drug
targets. One example is the cytochrome P450 multigene family, which is involved in drug
metabolism and has become the focus of much current research in this area.

In the near future, new classes of medicines will be developed based on the information
from gene sequence and protein structure function rather than the traditional trial-and-error
method. Most drugs will be “reagent-grade pure” because they will be manufactured by recom-
binant DNA technology. New drugs, aimed at specific sites in the body and at particular bio-
chemical or metabolic pathways leading to disease, will be more effective and safer. In the near
future, we will be able to correlate DNA variants with individual responses to drugs, identify
particular subgroups of patients, and develop drugs customized for those populations to guide
treatment with the most effective drugs and to reduce adverse reactions. Ultimately, one hopes
to be able to identify the right drug and dose for each patient.

4.6. Gene Therapy

Gene therapy, the potential for using genes themselves to treat disease is one of the most
exciting applications of DNA science. It is the “Holy Grail” or the ultimate goal of many
researchers as well as families affected by genetic diseases that information about the molecu-
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lar defect involved will enable effective treatments to be developed. It has captured the imagi-
nations of the public and the biomedical community for good reason. This rapidly developing
field holds great potential for treating or even curing genetic and acquired diseases, using nor-
mal genes to replace or supplement a defective gene or to improve a normal function such as
immunity. More than 600 clinical gene-therapy trials involving over 3000 patients were identi-
fied worldwide in 2002. Although most trials focus on various types of cancer, studies also
involve other multigenic and monogenic, infectious, and vascular diseases. There has been one
notable success of gene therapy in its use to treat a very rare genetic immunodeficiency syn-
drome. On the whole, however, gene-therapy cures for most genetic diseases still seem to be
some way off. In the foreseeable future, we will, in general, use personalized modifications of
the environment to translate genomics-based knowledge into improvements in health.

5. Social/Legal Implications
Many of the personal and social consequences as a result of a greater knowledge of the

human genome remain uncertain (24). These include privacy and confidentiality of genetic
information, fairness in the use of genetic information by private, commercial, and government
organisations, psychological impact, stigmatization and discrimination because of an
individual’s genetic makeup, and uncertainties associated with genetic testing. People worry
that their genetic information might be made available to others. The most commonly expressed
fear is that genetic information will be used in ways that could be detrimental to people—for
example, to deny them access to health insurance, employment, and education. People might
react and behave very differently in the face of more precise information about their individual
risk to various diseases. Some might react to the knowledge that they are susceptible to a par-
ticular disease by taking every precaution, whereas some might not want the information at all.
Some might regard disease as preordained and feel that nothing can be done to alter the course
of events. The arguments about these issues are very complex and have already created a large
cohort of scholars in ethics, law, social science, clinical research, theology, and public policy.
It is important that rational policies must be put in place to increase the public awareness, to
protect against misuses of genetic information, and to avoid the possibility of discrimination
and the danger of creating a “genetic underclass.”

6. Conclusion
The completion of the HGP is one of the most remarkable achievements in the history of

science and medicine. Its importance, however, lies in what it has begun rather than in what it
has finished. It provides the complete human dictionary of DNA letters from which we will
identify what the genes code for, to study what the proteins do, and what happens in the living
system. The potential benefits and applications are unlimited. There are many difficult steps to
be taken before the full potential of the HGP can be fulfilled. These will require collaborations
among scientists, medical professionals, politicians, and many commercial and academic
institutions to establish appropriate research strategy and legal and social policy, to provide
adequate resource, training and education, and to develop groundbreaking technological tools.
Over the next 50 yr, things will probably change faster than we expect, but usually not in the
way that we anticipate. If the past 50 yr of biology is any indication of the future, the best is yet
to come.
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Prenatal Diagnosis of Inborn Errors of Metabolism

Guy T. N. Besley

1. Introduction
Inborn errors of metabolism are inherited conditions where there is a defect or block in a

metabolic pathway leading to the accumulation of metabolite(s) proximal to the defect and a
metabolic deficit distal to this (1). The defect usually results from a specific enzyme defi-
ciency; however, defects in enzyme cofactors or activators/stabilisers can also lead to an
enzyme deficiency in vivo. There might also be defects in certain transporter systems, at the
plasma membrane level or within cellular compartments, which will also lead to metabolic
disorders.

Diagnosis of individual disorders is generally made initially by the identification of specific
accumulating metabolites, and in most cases, urine is the most practical sample. When the
affected metabolite is of relatively high molecular weight, it might accumulate within the cell
and significant amounts might not escape into urine. In such storage disorders, metabolite analy-
sis might be of limited value. The analysis and identification of abnormal levels of specific
metabolites might point to a diagnosis but is not usually confirmatory, because more than one
enzyme defect might be responsible for a characteristic metabolite abnormality. For example,
four different enzyme deficiencies underlie Sanfilippo disease (MPS III), but all result in the
accumulation of heparan sulfate. It is, therefore, important for subsequent prenatal diagnosis
that the responsible enzyme be identified. However, some enzymes are cellular or tissue-spe-
cific and might, therefore, not be conveniently measured without invasive biopsy procedures.
In such situations, DNA mutation analysis might help in establishing a diagnosis.

1.1. Metabolic Disorders

The range of metabolic disorders is vast. Some 5000 genetic conditions are known in man
and, of these, around 400 have a confirmed underlying metabolic defect. With the recent
advances in technology, particularly DNA analysis, many newly recognized disorders are
described each year. There is, therefore, an expectation that prenatal diagnosis will become
immediately available for all of these conditions. In practice, however, much of this pioneering
work is carried out in multidisciplinary research establishments that might not be able to
respond to diagnostic investigations, such as prenatal diagnosis. Sometimes, the workers
themselves will have moved on by the time their important work is published. There will need
to be a dialogue with these centers well in advance of any prenatal studies.

Some conditions are very rare; others are more common. However, the incidence of indi-
vidual disorders will vary in different populations around the world. Maple syrup urine disease
has an incidence of around 1 in 200,000 worldwide, but among the Mennonite kindred in Penn-
sylvania, the incidence is 1 in 176 (1). Therefore, experience with different disorders, particu-
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larly the rarer types, might be concentrated in different centers around the world. For many
conditions, however, an incidence of 1 in 50,000–100,000 might be expected in the general
population.

Many metabolic disorders are relatively mild or respond well to treatment (e.g., histidinemia,
phenylketonuria, or biotinidase deficiency). Prenatal diagnosis is generally not requested or
even justified in these cases. The conditions that do require prenatal diagnosis are those that are
severe and life-threatening, where there is no satisfactory treatment. Some 150 of these disor-
ders fall into this category and will require methods for prenatal diagnosis.

In some populations, carrier testing might have been carried out to identify couples at high-
risk. Such is the case for Tay–Sachs disease among the Ashkenazi Jewish population (1). In
these families, it would be possible to offer prenatal diagnosis at the first pregnancy. However,
for most “at-risk” families, prenatal diagnosis cannot be offered until they have had an infant
with a confirmed diagnosis. Because each metabolic disorder results from a different underly-
ing biochemical defect, there is no screening test to cover the whole range of disorders, as is the
case for chromosome analysis. In this chapter, some general guidelines will be discussed, such
as the prerequisites that must be meet, the choice of sample, and some approaches to diagnosis
for different disorders. It would be totally impractical to provide methods for each of these
conditions. However, examples are discussed and tables are provided, listing a number of dis-
orders. Also, there have been a number of other reviews on this topic, to which the reader is
referred (2–4).

2. Prerequisites to Prenatal Diagnosis of Metabolic Disease
The first and most important requirement is to establish a firm diagnosis in the index case.

This will probably take the form of a clinical diagnosis, substantiated by metabolite analysis
and confirmed by enzyme diagnosis. Specific DNA mutations might also have been identified,
although this information is generally not available. These findings provide the most satisfac-
tory basis for offering prenatal testing. It is usually not sufficient to offer prenatal diagnosis
unless the diagnosis is unequivocal in the index case. Even so, requests are often made to
exclude disorders that have not been fully evaluated in the index case. This is dangerous and
can result in the wrong condition being tested for.

In practice, most prenatal diagnoses are based on individual enzyme assays in chorionic
villus samples (CV) or cultured cells. Consequently, this enzyme must have been shown to be
clearly deficient in the proband. Next, the enzyme and its deficiency must be expressed in
samples that can be safely taken from the fetus. Usually, this would be CV, but cultured cells
(CV or amniotic) might also be used. Where the activity is not expressed in these samples,
invasive procedures such as fetal liver biopsy will have been used in the past. However, with
the advent of DNA-mutation analyses, alternative approaches are now potentially available.

Levels of enzyme activity and potential problems of interfering isoenzymes must be fully
understood before embarking on any prenatal diagnosis. In some cases, a family might exhibit
a pseudodeficiency of the enzyme under study (5). This might result from a different allelic
mutation, as seen for arylsulfatase A activity, the enzyme associated with the lysosomal disor-
der metachromatic leukodystrophy. The assay of this enzyme in CV might also be compro-
mised by the high activity of another sulfatase, steroid sulfatase, which could mask an
underlying deficiency in the fetus. It should also be remembered that for autosomal recessive
disorders, 50% of tested fetuses would be expected to be heterozygous, having half the gene
dosage. However, heterozygous enzyme activities can vary from 15% to 100% of normal. Low
heterozygous values could lead to difficulties in interpretation, unless prior information from
studies on the parents were available.

All this means is that experience in prenatal diagnosis is best retained in a limited number of
centers so that each can gain sufficient experience to overcome potential difficulties. Because
many metabolic disorders are quite rare, it is likely that relatively few individuals are available
to undertake all of the varied assays. It is important, therefore, that early contact is made with
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the referral center to make sure that they are able to accept the sample and have the suitable
reagents available at the time. For example, some conditions require radioisotopes with short
half-lives. Ideally, the center should be the same one that made the original diagnosis and
knows the family and the expected enzyme activities in affected individuals and carriers.
Often, it will be necessary to send samples to other centers, perhaps abroad, for testing. It
will also be important that individual laboratories unable to undertake specific tests are them-
selves able to recommend others.

3. Choice of Sample for Prenatal Diagnosis
The choice of sample can be dictated by which disorder is to be tested for. In most cases,

direct enzyme assay of CV will be the preferred option because this sample can be obtained
reasonably early into the pregnancy and the result should be available in a few days. For some
disorders, there might be a choice of options; for others, a specific type of sample is required.
Similarly, the amount of CV or cultured cells required will depend on the sensitivity of the
assay. Discussions beforehand are, therefore, important to avoid any confusion. The advan-
tages and disadvantages of different samples are discussed below.

3.1. Amniocentesis

3.1.1. Amniotic Fluid

Analysis of specific metabolites in amniotic fluid is useful for a number of disorders. How-
ever, the levels measured are quite low compared with that in urine from patients. For organic
acid analysis, it is necessary to quantify these by gas chromatography with mass spectrometry
(GC-MS) using stable isotopes as internal standards (6). Metabolite levels for some disorders
are significantly increased, but for others, the increases might be only moderate. However,
because concentrations of metabolites vary with gestational age, analysis is best carried out at
15–16 wk. Samples taken earlier might prove difficult to interpret. Diagnostic studies on amni-
otic fluid are carried out in only a few specialized laboratories. Usually, the supernatant taken
from a fresh sterile sample can be sent directly, but some laboratories might require this to be
dispatched frozen. Generally, about 5 mL of the supernatant will be required, but the gesta-
tional age must be known. For the analysis of sterols in the diagnosis of Smith–Lemli–Opitz
syndrome, it might be necessary to analyze the total fluid-containing cells to demonstrate
increased levels of 7-dehydrocholesterol. In all cases, it is advisable to take some cells to
culture for confirmatory of further studies.

Recent advances in the analysis of acylcarnitines by tandem mass spectrometry might prove
to be a useful approach (7). Diagnostic studies have been carried out for propionic acidemia,
methylmalonic aciduria, and glutaric aciduria types I and II. This is a rapid and sensitive ap-
proach, but experience is still very limited. The diagnosis of some amino acid disorders has
been achieved by direct analysis of liquor [e.g., citrullinemia and argininosuccinic aciduria
(8)], as well as variants of phenylketonuria resulting from defects in pterin metabolism (9).

The analysis of gycosaminoglycans in liquor has also proved to be a reliable indicator for
most MPS disorders (10). Levels of specific glycosaminoglycans are clearly elevated for MPS
I, II, III, and VI when analyzed by two-dimensional electrophoresis. However, the increase of
keratan sulfate in MPS IV (Morquio disease) might be less evident. In all cases, it is important
that confirmatory diagnostic enzyme studies always be carried out in cultured amniotic fluid
cells.

3.1.2. Cultured Amniotic Fluid Cells

These have been used successfully in the diagnosis of a wide variety of metabolic disorders.
If the metabolic disorder is expressed in cultured skin fibroblasts, it is likely that it will also be
expressed in cultured amniotic fluid cells. Since the 1970s, there has been a wealth of experi-
ence using these cells. Most of the early studies were based on the assay of enzyme activities
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for the prenatal diagnosis of lysosomal storage diseases. As well as measuring specific enzyme
activities, cultured amniotic fluid cells can be used to study a metabolic pathway, in order to
identify a defective step. Thus, the incorporation of a radioactive precursor into cell protein has
been used successfully for a variety of disorders. For example, the incorporation of 14C-propi-
onate into cell protein can be used to monitor for deficient enzyme activities in propionic aci-
demia or methylmalonic aciduria, or even defects in cofactor metabolism as seen in
B12-dependent methylmalonic aciduria. Similarly, the release of 14CO2 from 1-14C-leucine can
be used to monitor branched-chain amino acid decarboxylase activity in the diagnosis of maple
syrup urine disease. Although these indirect methods are useful, there might also be limita-
tions. For example, in early amniotic fluid cell cultures containing a significant number of
epithelioid cells, the incorporation rates can be much reduced and lead to a false-positive
diagnosis.

For many diagnostic tests, at least two 25-cm2 flasks of confluent cells would be required.
The number of cells required will depend on the sensitivity of the assay under test. For this
reason, it is important that laboratories responsible for culture confer with those undertaking
the tests exactly how many cells are required. It might also be necessary to check whether the
culture medium being used is appropriate. When sending cultured cells to other laboratories, it
is best to send cells that are confluent or just confluent; flasks should be filled with culture
medium so as to prevent cells being sloughed off in transit. There is nothing more annoying
than receiving a flask with only a few cells attached and having difficulty growing these up in
time for an early result. Similarly, when overconfluent cells are sent, these might detach in
transit and no longer be viable. One of the major disadvantages of using cultured amniotic fluid
cells is the delay in waiting for sufficient cells to test. It will usually take 2–3 wk to grow
sufficient cells from amniotic fluid taken at 16 wk gestation. Earlier amniocentesis samples
generally contain fewer cells that take longer to grow and offer little advantage for biochemical
analyses.

3.1.3. Chorionic Villus Tissue

Chorionic villus tissue offers great advantages over amniocentesis samples. Over the last
15 yr this has been the sample of choice for most metabolic disorders. Samples taken at
around 11 wk gestation can be analyzed directly and the result obtained in a matter of days.
Experience over the last decade or so has shown that CV can be used successfully for the
diagnosis of some 60 different disorders (11–13).

The levels of enzyme activity in CV can differ from that in cultured amniotic fluid cells. It is
important that reference values have been established for all enzymes to be used for prenatal
diagnoses. The activities of the lysosomal enzymes α-neuraminidase, α-iduronidase, and
sphingomyelinase are relatively low in CV, and because, theoretically, half the samples tested
will be from heterozygotes with partial enzyme deficiencies, results might not always be easy
to interpret. This will be especially true if experience is limited. Other enzyme activities, such
as α-fucosidase and acid α-glucosidase, are relatively high in CV. The high activity of steroid
sulfatase in CV might lead to complications when testing for other sulfatase deficiencies using
artificial substrates. Thus, assay of arylsulfatase A activity in CV, using the standard spectro-
photometric method, could result in a false-negative result because of interference from the
steroid sulfatase activity. Special steps are required to overcome this when undertaking prena-
tal diagnosis for metachromatic leukodystrophy (MLD). Not only is this a potential pitfall, but
the possible existence of a pseudodeficient allele (5) associated with low arylsulfatase A activ-
ity should always be assessed in the parents before any prenatal diagnosis for MLD.

In some situations, direct analysis of CV might not be the method of choice. For the diagno-
sis of mucolipidosis II (I-cell disease) or III, where, because of a processing defect, many lyso-
somal enzyme activities are high in plasma and extracellular fluid but low in cultured cells,
direct lysosomal enzyme assay is not reliable using CV. Cultured CV cells should be used.
Also, for some diagnostic tests where the incorporation of a radiolabeled precursor is studied or
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release of CO2, direct analysis with CV might be less reliable than using cultured cells. There is
also the practical problem of having fresh control samples available to run in parallel.

In other situations, CV might offer the only or best approach. The diagnosis of nonketotic
hyperglycinemia requires the assay of glycine cleavage activity in CV. This enzyme is not
expressed in cultured CV or amniotic fluid cells. It is expressed in tissue, such as the liver and
placenta, and, in many cases, transformed lymphoblasts. It is, therefore, important that the
enzyme deficiency is verified in the index case before any prenatal diagnosis is offered. It is
also important that discussions take place with the referral laboratory before any sampling,
because this test requires a relatively large amount of CV (30–50 mg).

For the diagnosis of Smith–Lemli–Opitz syndrome, direct sterol analysis of CV might be
more practical than the analysis of whole amniotic fluid (with cells). Cultured cells can be used,
but special steps are needed to standardize sterol levels, which can vary significantly under
different culture conditions. Analysis of the ratio of 7-dehydrocholesterol to cholesterol in CV
usually provides the best approach in classical cases.

When insufficient CV is available, a culture should be established if the test can be done on
these cells. However, it might be more practical to request a second CV sample to avoid the
delay of a further 2–3 wk for these cells to grow up sufficiently. There is also the potential
problem of maternal cell contamination, especially when the sample had been small or poor at
the outset. Maternal contamination is less of a problem when undertaking direct analyses, as
this is unlikely to represent more than a few percent once the CV has been properly selected
under the dissecting microscope, whereas in culture, maternal cells might outgrow the fetal
trophoblasts.

Chorionic villus can also be used to extract DNA for those conditions where mutation analy-
sis is to be performed. However, great care must be taken to carefully select only fetal tissue
because subsequent applification studies could lead to difficulties should any maternal material
be present. Molecular exclusion of maternal contamination might be necessary.

3.1.4. Fetal Blood and Fetal Tissue

Fetal blood is rarely used in the diagnosis of metabolic disease. The sample is usually taken
rather late into the pregnancy and few laboratories have reference values for the various
enzyme activities. Moreover, the sample size is generally insufficient for most analyses.
Nevertheless, fetal blood has been used in the past, when there has been a failure in amniotic
cell culture. This sample has also been used in the third trimester when fetal hydrops has been
identified (14). However, it might be more practical nowadays to undertake a placental biopsy
and treat this the same as CV or, if metabolite analysis of amniotic fluid is reliable, to arrange
for a late amniocentesis.

In the past, when enzyme deficiencies are not expressed in CV or cultured cells, it has been
necessary to study fetal liver biopsies. Such a procedure is not without risk and usually carried
out late (18–24 wk gestation) into the pregnancy. Nevertheless, this approach has been used for
the diagnosis of primary hyperoxaluria type I (15), ornithine carbamoyl transferase deficiency,
and glycogen storage disease type I, all conditions where the enzyme deficiency is expressed in
liver but not in more accessible fetal samples. Similarly, fetal skin biopsies have been used for
other conditions, such as oculocutaneous albinism type I (16).

However, in all of these conditions, advances have been made that avoid invasive biopsy
procedures and allow DNA to be studied either by linkage analysis or direct mutation analysis.
Because DNA can be extracted from CV, this approach offers a timely and relatively safe
procedure.

3.1.5. DNA

Although most metabolic disorders can in theory be diagnosed by DNA-mutation analysis,
in practice this is rarely used. In most patients, the diagnosis is established from studies on
metabolite concentrations in plasma and urine and the precise enzyme defect confirmed in
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blood or cultured cells. For most metabolic disorders, there are a wide range of different muta-
tions responsible and few diagnostic laboratories are able to commit the time and expense to
identify these. More often, mutation analysis has been a research activity that has not been able
to respond to the urgent needs of a prenatal diagnosis. It is also important that any mutation that
is found can be established unequivocally as being disease-causing before being used for fetal
diagnosis. Also, there are potential dangers of undetected gene conversion events giving rise to
false results, as reported recently for Gaucher disease (17).

However, advances in DNA analysis have been significant in recent years and this is clearly
the approach for those conditions where enzyme or metabolite studies cannot be carried out in
a straightforward manner. Thus, for some conditions and those requiring fetal liver biopsies,
DNA analysis is now the method of choice (18–21). The approach can also be used where the
standard method might yield an equivocal result (22) or where discrimination is required
between an affected homozygote and heterozygote. Recent advances in microarray hybrid-
ization technology suggest that methods will become available to screen a whole range of
mutations in fetal DNA collected from CV or even maternal blood. However, this is still some
way off in the future.

4. Practical Aspects of Sample Collection
It is crucial that obstetricians and their staff make inquiries well in advance as to what type

of sample is required and where this is to be referred for prenatal diagnosis. Unfortunately, this
is not always easy even with the best forward planning. Mothers might only notify at 6–8 wk
and this might not give much time to make the necessary arrangements. Good lines of commu-
nication are essential.

4.1. Amniotic Fluid

Amniotic fluid should be collected into a sterile container. The supernatant fluid can be used
for metabolite analysis, but the quantity and transport requirements will need to be discussed
with the referral laboratory. Usually, 5–10 mL will be sufficient and this can be sent unfrozen,
without delay, to arrive the next day. Sometimes, it will be necessary to send this frozen, but
not if cells are present for culture.

If cultured cells are required, it is usually best if the local cytogenetic laboratory is respon-
sible for establishing cell culture. Again, the number of cells required for biochemical studies
will vary according to the sensitivity of the assay. Usually, it is best to send two 25-cm2 flasks
of confluent cells, keeping one flask for backup. The receiving laboratory should be made
aware of the culture medium used, in case this might influence their assay.

4.2. Chorionic Villus Tissue

This should be selected and checked before dispatch. Again, the quantity will vary from test
to test. Ideally, approx 25 mg should be sent in sterile tissue culture medium (1–5 mL), which
can include 20 units heparin/mL. Samples should reach the analytical laboratory within 24 h,
although a longer period (2 d) might be acceptable when sent over a long distance. It is impor-
tant that samples are not frozen at this stage, as this will result in loss of enzymes into the
medium. Where possible, it is recommended that a backup culture be set up on a small amount
of CV, and when an X-linked disorder is being investigated, material will be needed for fetal
sexing.

Tissue received for biochemical studies must be carefully selected using a dissecting micro-
scope and the quality and quantity carefully recorded. For most enzyme assays, the CV tissue
should be washed twice in isotonic saline and, finally, pelleted by centrifugation (approx
1000g for 5 min) in an Eppendorf or similar plastic tube. Any excess saline should be carefully
removed using laboratory tissue paper. The sample can usually be stored frozen (at –70°C) at this
stage to await analysis. If insufficient CV is available for direct enzyme assay, it will be neces-
sary to set this up in culture. However, it is likely that such small samples might carry an
additional risk of maternal cell contamination.
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5. Specific Metabolic Disorders

It is not practical to discuss all of the various disorders and the methods used to identify
these in the fetus. Suffice to say that methods are now available for prenatal diagnosis of most
conditions likely to be requested. It is probably best to contact the laboratory that diagnosed the
index case first to seek advice as to what is currently available. Also, searches through the
Internet for publications on diagnoses will help to locate useful contacts. There are also a num-
ber of useful reviews (2,3) that list the status and references relating to a wide variety of meta-
bolic disorders. Some specific points are discussed next for groups of metabolic diseases.

5.1. Lysosomal Storage Disorders (See Table 1)

Most of these are serious life-threatening conditions for which there is, at present, no real
effective therapy. The underlying biochemical defects have generally been known for nearly
30 yr and these conditions were some of the first to be diagnosed prenatally. They are probably
the most common disorders to be diagnosed in the fetus and represent some 35 different enti-
ties. For most of the sphingolipid disorders such as Gaucher disease and Tay–Sachs disease,
enzyme assays are available using simple water-soluble artificial substrates.

5.1.1. Sphigolipidoses

Laboratories will usually have a wide experience in the prenatal diagnosis of most of the
more common sphingolipidoses. However, some difficulties could arise for a variety of rea-
sons. A number of lysosomal disorders are associated with pseudodeficiencies of certain
enzyme activities. The most common is that of arysulfatase A (23), the enzyme associated
with metachromatic leukodystrophy (MLD). The benign pseudodeficiency allele has a fre-
quency of around 15%, but when present with an MLD heterozygous allele, it will lead to
exceptionally low enzyme activities. For Krabbe disease, a similar situation might arise; more-
over, the deficient enzyme galactocerebrosidase activity is relatively low in CV and some car-
riers might have especially low activities. It is, therefore, recommended that the natural
substrate, radioactively labeled, should be the preferred substrate for accurate discrimination of
results.

The natural substrate is also recommended for Niemann–Pick diseases types A and B, where
sphingomyelinase activity is deficient. In Niemann–Pick disease type C, there is a defect in
cholesterol trafficking within the cell. This condition is more difficult to diagnose prenatally.
Cholesterol esterification is impaired and this requires studies on cultured cells (24), leading to
delays in diagnosis. Added to which, some patients do not have a sufficiently severe biochemi-
cal phenotype for accurate prenatal testing. There is an urgent need to understand the disorder
in more detail, but, in the meantime, mutation testing, directly on CV, could help in some
families.

5.1.2. Mucolipidoses and Glycoprotein Disorders

Many of these conditions are rare and can pose special problems. The low activity of
neuraminidase (deficient in mucolipidosis I) and its instability means that studies on cultured
cells are preferred. However, in mucolipidoses II and III, the secondary effect on lysosomal
enzymes is normally used for diagnosis, rather than complex assay of the primary phosphoryla-
tion defect. Increased lysosomal enzyme activities in amniotic fluid have been used in the past
as a diagnostic indicator (25). However, this might not always be reliable and studies on cul-
tured cells should always be used for confirmation.

In recent years, advances in our understanding of the ceroid lipofuscinoses (Batten disease
and others) have provided a more reliable approach to diagnosis. Previously, prenatal diagnosis
was based on the examination of inclusion bodies by electron microscopy. For the infantile and
juvenile variants, specific enzyme studies are now available (26).
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Lysosomal Disorders

Condition Enzyme deficiency/Defect Prenatal diagnosis

Mucopolysaccharidoses
Type IH (Hurler, Scheie) α-iduronidase AF, CV
Type II (Hunter) Iduronate sulfatase AF, CV
Type III (Sanfilippo)

A Heparan N-sulfatase AF, CV
B N-Acetylglucosaminidase AF, CV
C Acetyl-CoA-glucosaminide acetyltransferase AF, CV
D N-Acetylglucosamine 6-sulfatase AF, Poss CVC

Type IV (Morquio)
A Galactosamine 6-sulfatase AFC, CV
B β-Galactosidase AFC, CV

Type VI (Maroteaux–Lamy) N-Acetylgalactosamine 4-sulfatase AF, CV
Type VII (Sly’s disease) β-Glucuronidase AF, CV

Glycoproteinoses
α-Mannosidosis α-Mannosidase AFC, CV
β-Mannosidosis β-Mannosidase AFC,CV
Fucosidosis α-Fucosidase AFC, CV
Aspartylglycosaminuria Aspartylglycosaminidase AFC, CV

Mucolipidoses
Mucolipidosis I (Sialidosis) Neuraminidase AFC, CVC
Galactosialidosis Neuraminidase and β-galactosidase protective protein AFC, CVC
Mucolipidosis II (I-cell disease) UDP-N-acetylglucosamine : lysosomal enzyme Poss AF, AFC, CVC

phosphotransferase
Mucolipidosis III

(pseudo-Hurler polydystrophy) Same as mucolipidosis II Poss AF, AFC, CVC
Mucolipidosis type IV Mucolipin membrane protein DNA

Lipidoses
GM1 gangliosidosis β-Galactosidase AFC, CV
Tay–Sachs disease (variant B) Hexosaminidase A AFC, CV
Sandhoff disease (variant O) Hexosaminidase A+B AFC, CV
GM2 activator deficiency (variant AB) GM2 activator protein CVC
Metachromatic leukodystrophy Arylsulfatase A AFC, CV
Multiple sulfatase deficiency Multiple lysosomal sulfatases AFC, CV
Niemann–Pick disease

Type A or B Sphingomyelinase AFC, CV
Type C Cholesterol esterification AFC, CVC, DNA

Farber disease Ceramidase AFC, CVC
Gaucher disease Glucocerebrosidase AFC, CV
Krabbe disease Galactocerebrosidase AFC, CV
Fabry disease α-Galactosidase AFC, CV
Schindler disease α-N-Acetylgalactosaminidase AFC, CVC
Wolman’s disease/ Acid lipase AFC, CV

cholesterol ester storage disease
Ceroid lipofuscinoses/Batten disease

Infantile Palmitoyl protein thioesterase AFC. CVEdDNA
Late infantile Tripeptidyl peptidase I AFC. CV, DNA
Juvenile CLN3 protein CV, DNA

Others
Cystinosis Lysosomal cystine transporter AFC, CV
Infantile free sialic acid storage disease Lysosomal sialic acid transporter AFC, CV
Sallas disease Lysosomal sialic acid transporter AF

Abbreviations: AF: cell-free amniotic fluid, usually implies metabolite analysis is useful; AFC: cultured amniotic fluid cells,
usually implies cells are used for enzyme assay, or assay of pathway; CV: chorionic villus sample (direct assay), when stated,
this is the preferred sample for early diagnosis; CVC: cultured chorionic villus cells, would also imply that AFC can be used;
DNA: analysis on CV or other source; Poss.: indicates that test is probably available, but insufficient experience to confirm, or
there are technical difficulties.
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5.1.3. Mucopolysaccharidoses

Patients with these conditions excrete excessive amounts of glycosaminoglycans. This abnor-
mality can be detected in amniotic fluid using two-dimensional electrophoresis (10). Although
this provides a useful general approach, there are limitations. The test is most reliable for MPS
I, II, III, and VI and when studied in liquor taken at 15–16 wk gestation. However, considerable
experience is required to interpret the result, and this should always be confirmed by subse-
quent enzyme assays. All of the various enzyme deficiencies can be studied by direct assay on
CV, although experience will be limited for the rarer conditions, such as MPS IIID and VII.
The latter, a result of β-glucuronidase deficiency, has been associated with fetal hydrops
(14,27). Although this is very rare and several other lysosomal disorders have also been associ-
ated with the condition (28), there are, of course, many other causes of hydrops fetalis.

In MPS II, the sex of the fetus is required to interpret the result. Some female carriers have
been found to have exceptionally low activities of iduronate sulfatase. An added complication
of this enzyme assay is the need to dialyze the sample prior to assay; therefore, a reasonable
sized CV sample would be required for this.

5.2. Peroxisomal Disorders (See Table 2)

Some 20 different types of peroxisomal disorder are recognized; many of which are associ-
ated with severe neurological disorder and require prenatal diagnosis (29,30). For disorders of
peroxisome biogenesis, such as Zellweger syndrome, direct assay of the peroxisomal enzyme,
dihydroxyacetone phosphate acyltransferase (DHAP-AT), has proved useful. However, in
milder forms of the disorder, the enzyme deficiency might need to be studied in cultured cells,
because of variable expression in different tissues. Other studies using immunoblot analysis for
specific peroxisomal β-oxidation enzymes or EM studies for peroxisomes are also useful
approaches. It should also be noted that the nuchal translucency associated with Down syn-
drome might also be seen in Zellweger fetuses.

Increased levels of very long-chain fatty acids (VLCFAs) are associated with several types
of peroxisomal disorder (29,30); however, the analysis of these directly on CV is not reliable
and cultured cells are recommended (31). Even so, for X-linked adrenoleukodystrophy, VLCFA
analysis is best supported by DNA-mutation analysis, as well as sexing the fetus. The
immunoblot analysis of the ALD protein (32) is useful in some families. Unfortunately, VLCFA
levels do not predict phenotype and the variation in expression even within a family, and the
fact that female carriers might also exhibit symptoms, similar to mildly affected males, makes
this a very difficult condition to monitor in the fetus.

Prenatal diagnosis of rhizomelic chondrodysplasia punctata (RCDP) can be performed in a
few cases with an isolated deficiency of DHAP-AT activity by direct assay of CV. However,
most cases require specific plasmalogen biosynthesis studies on cultured cells. This is quite a
complex study, and when faced with ultrasound evidence of proximal limb shortening in the
fetus, it will be difficult to decide how far investigations should go in the short time available.
There is also a relatively common mutation associated with classical RCDP, which can be
studied in some families.

Until recently, prenatal diagnosis of primary hyperoxaluria type I required fetal liver biopsy
and analysis of alanine : glyoxylate aminotransferase activity. However, fetal diagnosis now is
best done by DNA analysis, as long as the genotype is known (18).

5.3. Mitochondrial Disorders (See Table 3)

Prenatal diagnosis of these disorders poses major problems (33). These are heterogeneous
disorders for which the underlying mechanisms are poorly understood. Many result from muta-
tions in mitochondrial DNA (mtDNA). These mutations are not inherited in a Mendelian man-
ner, but might be maternally inherited or sporadic. A disorder might only manifest when the
number of mutations in the cell reaches a threshold, determined by the degree of heteroplasmy
within cell. This can vary in different cells and, therefore, tests on CV or other fetal samples
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Table 2
Peroxisomal disorders

Condition Enzyme deficiency/defect Prenatal diagnosis

Zellweger syndrome Peroxisome biogenesis AFC, CV
Neonatal adrenoleukodystrophy (at least 10 complementation groups)
Infantile Refum syndrome

Rhizomelic chondrodysplasia punctata PTS 2 receptor AFC, CVC, DNA
Pseudo–Zellweger syndrome Peroxisomal thiolase AFC, CVC
Pseudo-neonatal adrenoleukodystrophy Acyl-CoA oxidase AFC, CVC
Bifunctional enzyme defect Bifunctional enzyme AFC, CVC
X-Linked adrenoleucodystrophy ALD protein AFC, CVC, DNA
Refsum disease Phytanic acid hydroxylase AFC, CVC,
Hyperoxaluria type I Alanine : glyoxylate aminotransferase DNA, liver

Abbreviations: AF: cell-free amniotic fluid, usually implies metabolite analysis is useful; AFC: cultured amni-
otic fluid cells, usually implies cells are used for enzyme assay, or assay of pathway; CV: chorionic villus sample
(direct assay), when stated, this is the preferred sample for early diagnosis; CVC: cultured chorionic villus cells,
would also imply that AFC can be used; DNA: analysis on CV or other source; Poss.: indicates that test is
probably available, but insufficient experience to confirm, or there are technical difficulties.

Table 3
Mitochondrial Disorders

Condition Enzyme deficiency/defect Prenatal diagnosis

Complex I NADH-CoQ reductase Probably no
Complex II Succinate-CoA reductase Probably no
Complex III CoQH2-cytochrome-c reductase Probably no
Complex IV Cytochrome oxidase AFC, CV (difficult)
Complex V Oligomycin-sensitive ATPase Probably no
mtDNA/nuclearDNA mutations DNA Few possibly

Abbreviations: AF: cell-free amniotic fluid, usually implies metabolite analysis is useful; AFC: cultured amni-
otic fluid cells, usually implies cells are used for enzyme assay, or assay of pathway; CV: chorionic villus sample
(direct assay), when stated, this is the preferred sample for early diagnosis; CVC: cultured chorionic villus cells,
would also imply that AFC can be used; DNA: analysis on CV or other source; Poss.: indicates that test is
probably available, but insufficient experience to confirm, or there are technical difficulties.

might not be representative. Furthermore, both nuclear and mitochondrial genes are involved in
the expression and assembly of the mitochondrial respiratory chain enzymes. In a few cases
where the enzyme deficiency is expressed in cultured cells, attempts have been made at prena-
tal diagnosis (34). Similarly, diagnosis by direct mutation screening has been attemped (35).
However, because both approaches could result in false-positive and false-negative results, the
whole procedure must be interpreted with great caution.

5.4. Amino and Organic Acid Disorders (See Tables 4 and 5)

Prenatal diagnosis is less commonly performed for some of these disorders. This is partly
because many respond favorably to treatment. However, this is not true for all. Patients with
these conditions generally excrete excessive amounts of specific metabolites in urine. In some
cases, these metabolites can also be found in amniotic fluid (6–8). However, the levels are
usually quite low and require special methods of analysis, such as stable isotope dilution methods.

Prenatal diagnosis for classical phenylketonuria (PKU) is generally not carried out because
of the good prognosis on treatment. However, a few have been undertaken by DNA analysis.
The more severe variants resulting from defects in pterin metabolism are quite rare but might
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Table 4
Amino Acid Disorders

Condition Enzyme deficiency Prenatal diagnosis

‘Classical’ phenylketonuria Phenylalanine hydroxylase DNA
Tetrabiopterin homeostasis Dihydropteridine reductase AF, CV
Tetrabiopterin synthesis Guanosine-triphosphate cyclohydrolase AF

6-Pyruvoyltetrahydropterin synthase AF
Homocystinuria Cystathionine synthase AFC, CVC
Homocystinuria Remethylation defect AFC, CVC
Tyrosinemia I Fumarylacetoacetate hydrolase AF, CV, DNA
Tyrosinemia II Tyrosine aminotransferase No
Maple syrup urine disease Branched-chain keto-acid dehydrogenase AFC, CV
Nonketotic hyperglycinemia Gylcine cleavage system CV (not cultured

cells)
Hyperlysinemia Aminoadipic-semialdehyde synthase AFC
Hyperprolinemia I Proline oxidase No.
Hyperprolinemia II Pyrroline-5-carboxylate dehydrogenase No.
Hyperimidodipeptiduria Prolidase Poss. CVC
Gyrate atrophy Ornithine aminotransferase Poss. CVC
Hyperornithinemia–hyperammonemia–

homocitrullinaemia (HHH syndrome) Mitochondrial ornithine transporter CVC, AFC
Guanidinoacetate methyltransferase Guanidinoacetate methyltransferase AFC

deficiency
N-Acetylglutamate synthetase deficiency N-Acetylglutamate synthetase No.
Carbamyl-phosphate synthetase (CPS) Carbamyl-phosphate synthetase DNA, liver

deficiency
Ornithine carbamyltransferase (OCT) Ornithine carbamyltransferase DNA, liver

deficiency
Citrullinemia Argininosuccinic acid synthetase AF, AFC, CV
Argininosuccinic aciduria (ASA) Argininosuccinate lyase AF, AFC, CV
Argininemia Arginase DNA, liver (?fetal

erthrocytes)

Abbreviations: AF: cell-free amniotic fluid, usually implies metabolite analysis is useful; AFC: cultured
amniotic fluid cells, usually implies cells are used for enzyme assay, or assay of pathway; CV: chorionic villus
sample (direct assay), when stated, this is the preferred sample for early diagnosis; CVC: cultured chorionic
villus cells, would also imply that AFC can be used; DNA: analysis on CV or other source; Poss.: indicates that
test is probably available, but insufficient experience to confirm, or there are technical difficulties. No: DNA
analysis may not be possible.

require prenatal diagnosis. This has been successfully done by pterin analyses in amniotic fluid
(9). Similarly, the increased levels of succinylacetone associated with tyrosinaemia type I can
also be studied in amniotic fluid. However, this should be backed up with either enzyme
(fumarylacetoacetase) or DNA testing on cultured cells or CVS.

Prenatal diagnosis of nonketotic hyperglycinemia has always been difficult. The deficient
enzyme (glycine cleavage activity) is not expressed in cultured cells, but is in liver and placenta
(CV). The activity is quite low and the assay complex; therefore, a large CV biopsy (30–50 mg)
is required. Added to which, false-negative results have occurred when enzyme activity is defi-
cient in liver (36). In the future, it is hoped that DNA analysis will be the method of choice.
This has been applied to families with a common mutation (37), but the complexity of the
enzyme (three subunits) has restricted this approach for most families.

The urea cycle disorders are a relatively common group of amino acid disorders that are
likely to require prenatal investigations. Ornithine carbamoyl transferase (OCT) deficiency is
not expressed in CV or cultured cells and, in the past, has required fetal liver biopsy for enzyme
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diagnosis. Now, the diagnosis is best made by DNA analysis (19,38), although, as with
most X-linked disorders, mutations are generally private and must be known beforehand.
The diagnoses of citrullinemia and argininosuccinic aciduria have been made by metabolite
analysis in liquor (8). However, confirmatory enzyme studies should always be conducted.
This is best done by studies on the rate of 14C-citrulline incorporation into cell protein using
cultured CV or amniotic fluid cells. Care should be taken with the latter because epithelial cells
can respond poorly and give equivocal results.

Use of radioactive precursors, such as 14C-citrulline, to monitor whether a metabolic path-
way is intact is a useful approach for several metabolic disorders. Both cultured cells and CV
have been used; however, it might not always be possible to arrange for viable control CV to be
available to assay in parallel. Few centers would be able to accept samples for direct analysis.
The diagnosis of maple syrup urine disease can also be carried out using a similar radiometric

Table 5
Organic Acid Disorders

Condition Enzyme deficiency Prenatal diagnosis

Propionic acidemia Propionyl-CoA carboxylase AF, CV
Multiple carboxylase deficiency Holocarboxylase synthetase AF, AFC
Methylmalonic acidemia Methylmalonyl-CoA mutase AF, CV
Methylmalonic acidemia Adenosylcobalamin synthesis: AF, CVC

(B12-responsive)
Isovaleric acidaemia Isovaleryl-CoA dehydrogenase AF, CVC
3-Methylcrotonyl-CoA 3-Methylcrotonyl-CoA carboxylase AFC, CV

carboxylase deficiency
3-Methylglutaconic aciduria type I 3-Methylglutaconic hydratase Poss. CVC, AF
3-Methylglutaconic aciduria Not known No

types II, III, IV
3-Hydroxy-3-methylglutaryl-CoA 3-Hydroxy-3-methylglutaryl-CoA lyase AF, CV

lyase deficiency
Mevalonic aciduria Mevalonate kinase AF, AFC, Poss. CV
2-Methylacetoacetyl-CoA thiolase 2-Methylacetoacetyl-CoA thiolase Poss. CVC

 deficiency
Glutaric aciduria type I Glutaryl-CoA dehydrogenase CVC, CV, AF
Glutaric aciduria type II Electron transfer flavoprotein (ETF)/ CVC, AFC

ETF:ubiquinone oxidoreductase
Glycerol kinase deficiency Glycerol kinase AF, CVC
Canavan disease Aspartoacylase DNA, AF
Carnitine palmitolytransferase CPT I and CPT II Poss. CVC

deficiencies
Carnitine/acyl carnitine translocase Carnitine/acyl carnitine translocase Poss. CVC
SCAD deficiency Short-chain acyl-CoA dehydrogenase DNA, Poss. CVC,
MCADdeficiency Medium-chain acyl-CoA dehydrogenase DNA, CVC
VLCAD deficiency Very long-chain acyl-CoA dehydrogenase DNA, Poss. CVC
LCHAD deficiency Long-chain 3-OH acyl-CoA dehydrogenase DNA, Poss. CVC
Trifunctional protein deficiency Long-chain 2-enoyl-CoA hydratase DNA, Poss. CVC

Long-chain 3-OH acyl-CoA dehydrogenase
Long-chain 3-ketoacyl-CoA thiolase

Pyruvate dehydrogenase deficiency Pyruvate dehydrogenase complex DNA, Poss. CVC
Pyruvate carboxylase deficiency Pyruvate carboxylase CV, AFC
Fumaric aciduria Fumarase AFC, CVC

Abbreviations: AF: cell-free amniotic fluid, usually implies metabolite analysis is useful; AFC: cultured amni-
otic fluid cells, usually implies cells are used for enzyme assay, or assay of pathway; CV: chorionic villus sample
(direct assay), when stated, this is the preferred sample for early diagnosis; CVC: cultured chorionic villus cells,
would also imply that AFC can be used; DNA: analysis on CV or other source; Poss.: indicates that test is prob-
ably available, but insufficient experience to confirm, or there are technical difficulties.
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assay. In this disorder, the defective decarboxylation of branched-chain amino acids can be
monitored by incubating cultured cells or CV in the presence of 14C-leucine and measuring the
amount of radioactive CO2 evolved. Branched-chain amino acids are not increased in amniotic
fluid; therefore, metabolite analyses are not appropriate here.

Similarly, dicarboxylic acid concentrations are not raised in amniotic fluid from fetuses with
fatty acid oxidation defects, such as medium-chain acyl-CoA dehydrogenase (MCAD) defi-
ciency. Although MCAD deficiency is a relatively common metabolic disorder, with an inci-
dence of about 1 in 10,000 newborns, few prenatal studies have been carried. This is partly
because treatment to prevent life-threatening episodes is usually very effective. If prenatal diag-
nosis were to be carried out, this would be most likely to be by mutation analysis. Almost 90% of
clinically affected patients are homozygous for the common 985A>G mutation. This percent-
age may be less now that many cases are identified on newborn screening. Indeed, CV and
preimplantation diagnosis has now been reported (39,50) by this approach. A common muta-
tion (1528C>G) is also found in patients with long-chain acyl-CoA dehydrogenase (LCHAD)
deficiency. A similar mutation approach is applicable here also. This condition in the fetus
can result in severe maternal liver disease manifesting as hemolysis, elevated liver enzymes,
and low platelet levels (HELLP syndrome) in the third trimester.

For many organic acid disorders, prenatal diagnosis can be achieved by amniotic fluid
metabolite analysis using stable isotope dilution mass spectrometry (6). Recent advances in
the use of electrospray tandem mass spectrometry suggest that this technique could prove a
powerful tool in the identification of low levels of specific metabolites. Its use in amniotic fluid
acylcarnitines has already been reported (7). However, direct enzyme assay of CV in the first
trimester will probably be the preferred approach. Some enzymes (propionyl-CoA carboxy-
lase, methylmalonyl-CoA mutase) can be measured directly in CV, whereas for others, it might
be more convenient to study a specific pathway using a radiometric assay.

5.5. Carbohydrate Disorders (See Table 6)

Experience in the prenatal diagnosis of these conditions is quite limited because many
respond reasonably well to treatment. Galactosemia is one example. Unfortunately, the long-
term outlook has proved disappointing and we might see more requests for this in the future.
The deficient enzyme galactose-1-phosphate uridyl transferase is expressed in CV and cultured
cells, and the metabolite galactitol can be detected in amniotic fluid (40). However, because
some 75% patients are homozygous for the common Q188R mutation, it is likely that that, if
applicable, mutation diagnosis might be the method choice.

Similarly, prenatal diagnosis of the glycogen storage diseases (GSDs) can also be under-
taken by DNA analysis, although for GSD type II (Pompe disease), direct enzyme assay of CV
is a reliable approach (41). For the hepatic forms of GSD such as types I and III, diagnosis is
not straightforward. In the former, the deficient enzyme is not expressed in cultured cells or CV
and, therefore, fetal liver biopsy has been used in the past. In the future, mutation testing would
be the most practical approach (42). In GSD type III, the enzyme assay is complex and few
prenatal diagnoses have been undertaken, as this is usually not a life-threatening condition.
Again, it seems that DNA analysis might prove to be the approach used for the few cases
requesting prenatal diagnosis.

The carbohydrate-deficient glycoprotein disorders (CDGs) are a relatively newly recognized
group of conditions, resulting from disorders of protein glycosylation. Clinically, these are
heterogeneous multisystem disorders in which a number of enzyme deficiencies have been
found. The diagnosis is initially made by demonstrating abnormal patterns of glycosylation in
serum transferrins. This approach is not reliable for fetal blood (43), but where the enzyme
defect (e.g., phosphomannomutase) is known, this can be studied in CV or cultured cells (44).

5.6. Other Disorders (See Table 7)

It is not possible in this chapter to give a comprehensive account of all the methods used for
prenatal diagnosis of all metabolic disorders. Examples from different conditions have been
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discussed earlier. Disorders of purine and pyrimidine are relatively rare conditions but can be
diagnosed in the fetus, usually by enzyme assay of CV. Similarly, some disorders of porphyrin
metabolism have been successfully diagnosed prenatally. DNA analysis might be the method
of choice in the future.

Prenatal diagnosis of Menkes disease, an X-linked disorder of copper transport, could pose
special problems. Direct analysis of copper in CV can be used (45), but care should be taken to
avoid any contamination with instruments during collection and processing of the tissue. Uptake
of radioactive 64Cu into cultured cells has also been used. However, the best approach is by direct
mutation testing in CV, as long as the mutation is known. These tests are normally only carried
out in male fetuses.

Several disorders of sterol metabolism are now known, the most significant being Smith–
Lemli–Opitz sydrome. A defect in the penultimate step of cholesterol biosynthesis results in
the accumulation of the precursor 7-dehydrocholesterol. Increases in the concentration of this
sterol in amniotic fluid, cultured cells, or CV can be used for prenatal diagnosis (46,47). The
best approach and one giving early diagnosis is direct sterol analysis in CV.

6. Future Trends
At present, most prenatal diagnoses are done by direct enzyme assay on CV. For most meta-

bolic patients, the underlying mutations are not known. This is partly the result of cost implica-
tions and lack of sufficient specialized centers able to make a firm commitment to providing
such a service for rare disorders, each with many different mutations. However, advances in
this field have been considerable in recent years, and prenatal diagnosis could, in theory, be
made available for most disorders by direct mutation analysis on CV or even in fetal cells from
maternal blood. Although preimplantation diagnosis (48) has been undertaken for a few disor-
ders (49–52), this procedure is still very much at an experimental stage.

Table 6
Carbohydrate Disorders

Condition Enzyme deficiency Prenatal diagnosis

Galactokinase deficiency Galactokinase AFC
“Classical” galactosaemia Galactose-1-phosphate uridyltransferase AFC, AF, CV
Epimerase deficiency UDP-galactose 4-epimerase AFC
Hereditary fructose intolerance Aldolase B Poss. DNA
Fructose-1,6-bisphosphatase

deficiency Fructose-1,6-bisphosphatase Poss. DNA
Glycogen storage disease (GSD)

type
Ia Von Gierke Glucose 6-phosphatase DNA, liver
Ib Von Gierke Glucose-6-phosphatase translocase (T1) Poss. DNA
II Pompe Lysosomal acid glucosidase AFC, CV
III Debrancher enzyme

deficiency Amylo-1,6-glucosidase AFC, CV
IV Brancher enzyme 1,4-Glucan 6-glycosyltransferase AFC, CV

deficiency
V McArdle Muscle phosphorylase No
VI Liver phosphorylase Liver phosphorylase No
VI Deficiency

Abbreviations: AF: cell-free amniotic fluid, usually implies metabolite analysis is useful; AFC: cul-
tured amniotic fluid cells, usually implies cells are used for enzyme assay, or assay of pathway; CV: chori-
onic villus sample (direct assay), when stated, this is the preferred sample for early diagnosis; CVC: cultured
chorionic villus cells, would also imply that AFC can be used; DNA: analysis on CV or other source;
Poss.: indicates that test is probably available, but insufficient experience to confirm, or there are techni-
cal difficulties.
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Table 7
Other Disorders

Condition Enzyme deficiency Prenatal diagnosis

Purine and pyrimidine metabolism
Lesch–Nyhan syndrome Hypoxanthine phosphoribosyltransferase AFC, CV
Adenosine deaminase deficiency Adenosine deaminase AFC, CV
Purine nucleoside phosphorylase Purine nucleoside phosphorylase AFC, CV

deficiency
Dihydropyrimidine dehydrogenase Dihydropyrimidine dehydrogenase AF

deficiency
Trace metal metabolism

Wilson disease Copper transporter Poss. DNA
Menkes disease Copper transporter AFC, CV
Molybdenum cofactor deficiency Molybdenum cofactor AFC, CVC

Porphyrias
Acute intermittent porphyria Porphobilinogen deaminase AFC, DNA
Congenital erythropoietic porphyria Uroporphyrinogen III cosynthase AF

Miscellaneous
Carbonic anhydrase II deficiency Carbonic anhydrase II DNA
X-Linked ichthyosis Steroid sulphatase AFC, CV
Hypophosphatasia Alkaline phosphatase DNA
Sjögren–Larsson syndrome Fatty alcohol NAD oxidoreductase AFC, CVC
Smith–Lemli–Opitz syndrome 7-dehydrocholesterol reductase CV, AF
Congenital adrenal hypoplasia 21-hydroxylase DNA
Lowe syndrome Phosphatidyl inositol-4,5,-bisphosphate- DNA

5-phosphatase

Abbreviations: AF: cell-free amniotic fluid, usually implies metabolite analysis is useful; AFC: cul-
tured amniotic fluid cells, usually implies cells are used for enzyme assay, or assay of pathway; CV: chori-
onic villus sample (direct assay), when stated, this is the preferred sample for early diagnosis; CVC: cultured
chorionic villus cells, would also imply that AFC can be used; DNA: analysis on CV or other source;
Poss.: indicates that test is probably available, but insufficient experience to confirm, or there are techni-
cal difficulties.
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Gene Therapy

Methods and Application

Stella B. Somiari

1. Introduction
Gene therapy represents a set of approaches to the treatment of diseases based on the trans-

fer of genetic material (DNA) into an individual (or animal) and is defined as the use of nucleic
acid transfer, either RNA or DNA, to treat or prevent a disease (1–3). The process involves a
group of technologies that enable the intentional transfer of specific exogenous genetic infor-
mation into cells and the application of these technologies for pharmaceutical development (4).
The gene is delivered either by direct administration of a gene-containing virus or DNA to
blood or tissue or indirectly through the introduction of cells manipulated in the laboratory to
harbor foreign DNA. The idea behind this technology is to treat disease by the administration
of DNA (rather than a drug), which will produce an appropriate amount of gene product (usu-
ally a protein) to correct the condition. In this process, only the somatic cells and not the germ
cells (eggs and sperms) are the target; therefore, such gene transfer affects only the treated
individual and not the offspring. In a broad sense therefore, gene therapy can be viewed as a
natural progression in the application of biomedical science to medicine. It can be employed
for the correction of an underlying pathophysiological condition and can offer a one-time cure
for inherited disorders for which current therapeutic approaches are ineffective or where pro-
spective treatment appear exceedingly low.

The term “gene delivery” or “polynucleotide delivery” has been the preference of many,
rather than “gene therapy,” which might tend to indicate a proven therapeutic benefit and be
reserved for clinical medicine (4). The aim of any gene therapy procedure is to achieve an easy
nontoxic delivery of exogenous genetic material into targeted tissues. In the tissue, the genetic
material should be efficiently endocytosed across the lipid bilayer and directed to the host cell
nucleus. Sequences encoded by the foreign genetic material interacting with regulatory host
factors should achieve long-term expression (5). Gene delivery (of a genetic material) can,
therefore, require targeted integration into the host genomic DNA (6), or the existence of the
material as a stable episome (7), or survival and propagation as a “minichromosome” (8).

Somatic gene therapy is a logical and natural progression in the application of fundamental
medical science to medicine and offers great potential in the long term for the management and
correction of inherited/acquired human disorders, cancers, and acquired immunodeficiency
syndrom (AIDS). The remarkable advances in the past two decades in the area of recombinant
DNA technology provided initial insights to the concept that gene therapy (gene transfer) might
be used to treat disease. The major obstacles to gene therapy are (1) transfer of the exogenous
genetic material, (2) use of effective vectors that would maintain high-level expression of the
genes transferred to achieve tissue-specific and regulated expression of the transferred genes
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to the target cell, and (3) an animal model that closely simulates disease for preclinical testing
(1–3). It is evident that more basic research is required to provide a better understanding of the
pathophysiology of disease. This will lead to a better definition of the important target cell(s) and
the design of appropriate gene delivery approaches that will have beneficial therapeutic effects
(9). There are two major categories of gene delivery systems or vectors, as they are commonly
called: viral and nonviral vectors. Once a vector is designed, two general approaches are used
for gene transfer: ex vivo transfer, where cells are removed, genetically modified and trans-
planted back into the same recipient, and in vivo transfer, where a foreign genetic material is
directly transferred into the patient. Figure 1 summarizes the technology of gene therapy.

2. Viral Methods of Gene Delivery
Viruses have evolved for millions of years to become highly efficient at delivering genetic

material to specific cell types. They have complex structures and life cycles and many are
pathogens. Several viruses are efficient gene delivery vehicles, but it is believed that they might
pose some side effects, and because of previous exposure, the host might be resistant to trans-
duction (gene transfer into the cell) and so they might not be effective for long-term use in gene
therapy. The usual approach in designing viral vectors is to remove the pathogenic features
while retaining the efficiency of gene delivery and expression. Therefore, the development of
viral vectors requires analysis of the biology and life cycle of the parental virus and the struc-
ture of the virus and its genome. Genetic analysis to determine which viral elements are
required in cis and which genes can be supplied in trans is also essential. This allows the
design of complementation systems to produce viral vectors, which use generic packaging cells
to supply the trans complementing functions. Packaging cell lines can then be used as producer
cells for the generation of particular vectors. Some basic considerations for designing vectors
include safety and biological activity, such as the removal of virulence genes, absence of repli-
cation competent parental virus, and host response to components of the vector. Major issues to
be confronted are increasing the titer of the vector and decreasing the production of replication
competent or wild-type virus.

Although vectors can be assessed by in vitro experiments, this does not usually predict their
behavior in vivo. This is because many cells used for in vitro culture are transformed and even
primary cells do not necessarily reflect the function of the same cells in vivo. Therefore, carry-
ing out in vivo experiments in animals to assess organ and cell targeting, efficiency, specificity
and persistence of gene expression and the likelihood of toxicity, and host immune and inflam-
matory responses is usually very essential. Also, animal experiments are important because the
property of vectors in specific animals can vary from those exhibited by the parental vectors.
Today, viral gene delivery is thought to be the most effective method (10) and it has been
shown to transduce a variety of organ systems including the liver, skeletal muscle, heart, brain,
and lung (11).

2.1. Retroviral Vectors

To date, most of the retroviruses employed in clinical trials are based on mouse Moloney
leukemia virus (MMLV), a well-studied and characterized retrovirus (12,13). The MMLV
genome encodes three polyproteins, gag, pol, env, which are required in trans for viral replica-
tion and packaging. Retroviruses are small RNA viruses that replicate through a DNA interme-
diate. They infect target cells through specific interaction between the viral envelope protein
and a cell surface “receptor” on the target cell. The virus is then internalized and the RNA is
reverse transcribed into proviral double-stranded DNA (dsDNA) by means of the viral encoded
pol gene. Then, the dsDNA is transported to the nucleus, where it is stably integrated into the
host genome (14). Many types of retrovirus require mitosis and breakdown of the nuclear enve-
lope for the viral genome to reach the nucleus. The ability of retroviruses to insert their genome
into the host DNA allows for stable genetic modifications for the life of the host cell (14).
Retroviral vectors are packaged into viral particles, have all viral genes removed but contain
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some of the viral regulatory sequences, and would only transduce dividing cells (15) with a
high degree of efficiency and a moderate level of gene expression. To make a retrovirus vector,
first a cloned DNA form of the retrovirus is isolated and coding regions for the gene products
are removed. However, cis DNA signals required for transcription, reverse transcription, inte-
gration, and packaging of RNA are retained in the vector and genes and regulatory sequences
of interest are packaged into it. This recombinant DNA form of the virus is then transferred into
a mammalian cell, which is producing retrovirus gene products so that the resulting recombi-
nant RNA can be packaged into virions for gene transfer via “infection” of new cells (14).
Retroviruses can, therefore, be efficiently transferred into the genome of infected cells if the
cells to be infected have the adsorbtion site, which the virion needs for attachment and entry
into the cell. Mouse fibroblast cell lines transfected with DNA forms of retroviruses are usually
employed as packaging cell lines. In summary, retroviral vectors are able to target dividing
cells with a high degree of efficiency of gene transfer and a moderate level of gene expression,
and because of their integration into the host genome, there is a more stable and long-term
expression of the transgene. One of the disadvantages is their relatively small size, which limits
their usefulness for gene therapy involving the transfer of genes greater than 8 kb in size.
Another potential problem with retroviruses is the fact that some of the packaging cell lines
might not be absolutely devoid of replicating retroviruses because of recombination events that
occur with an endogenous retrovirus sequence. If the possible occurrence of such a problem is
not monitored, one could be working with retrovirus vectors, that continue to be replicated and
passed from cell to cell because of contaminating replicating retrovirus (16).

2.2. Adenoviral Vectors

These are the second most popular choice of viral gene delivery vectors. Adenoviruses are
nonenvelope DNA viruses and members of the family Adenoviridae. They were first isolated
from tonsils and adenoids, and in cell culture, they were found to be lytic for infected cells.
Adenoviruses have double-stranded genomic DNA of approx 30–35 kb in length (17) embed-
ded in a protein construct called a caspid. Adenoviruses are of approx 47 serotypes (18). They
can efficiently transduce nonreplicating target cells, but viral replication occurs without inte-
gration into the host genome, leading to transient expression of the transgene. To generate a
defective adenovirus for gene transfer application, the E1 adenoviral gene important for viral
gene expression and replication can be removed (see Fig. 2). E1-deleted viruses can propagate
only in a cell line that provides the E1 gene product in trans (18). The current type E1-deleted
adenoviral vectors express low levels of viral antigens following infection and result in low
level of DNA replication (12). A primary concern with adenoviral gene products is the stimula-
tion of potent cellular immune and humoral responses to the injected virus cells, which result in
destruction of the infected target cells and a loss of therapeutic gene expression 1–2 wk after
injection (19,20). This might prevent the use of adenoviral vectors for repeated dosing. How-
ever, it has been demonstrated that the humoral response can be blocked or reduced by
coadministration of immunosuppressive agents/cytokines or by the use of adenoviruses of dif-
ferent serotypes, which could allow repeated administration even in the presence of neutraliz-
ing antibodies (21).

Adenoviruses are being constructed by deleting certain open reading frames in their E4 and/
or E2 gene and generating the appropriate complementing cell lines for virus production. The
development of second-generation viruses with either very few or no viral genes (“gutless Ad”)
has produced significant reduction in host immune response. However, there still remains an
unknown amount of toxicity associated with the virion structural proteins. A current report
shows the development and characterization of novel empty adenovirus capsids and their
impact on cellular gene expression (22).

2.3. Adeno-Associated Virus Vector

Adeno-associated virus (AAV) is a nonenvelope DNA virus that is a member of the family
Parvoviridae. AAV vectors are not associated with any known human disease. The genome of
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this virus consists of a linear DNA molecule that is 4.7 kb in length. There are both regulatory
and structural genes designated as rep and cap, respectively. The rep genes encode four
nonstructural proteins that have an essential role in DNA replication and transcription, whereas
the cap genes encode the three structural proteins that constitute the viral capsid (18). Recom-
binant AAV vectors contain small single-stranded DNA genomes and are able to integrate into
the host genome during replication to produce stable transduction of the target cell. These
viruses can infect both dividing and nondividing cells. In creating a recombinant AAV vector,
genes that encode viral structural proteins are deleted, leaving two so-called inverted terminal
repeats (ITRs) plus the inserted marker gene or therapeutic gene (see Fig. 2). Several novel
serotypes of AAV have been identified, each exhibiting different structural and functional char-
acteristics (23,24). Recent studies have shown that the different serotypes have different cellu-
lar specificities; specifically, serotype 5 has been shown to transduce human pancreatic islets
ex vivo with much higher efficiency than AAV serotype 2 (25). AAV vectors have not been
studied to the same extent as adenoviral or retroviral systems, but they appear to be associated
with fewer safety risks than the other viral systems. This is because of the elimination of all
sequences coding for viral proteins, thereby reducing the risk of an immune reaction against the
vector. Potential problems still facing these vectors are that of insertion mutagenesis and the
generation of replication competent virus.

2.4. Other Viral Methods

Other viral vectors have been developed for use in gene therapy. These include the herpes
simplex virus (HSV), the vaccinia virus (VV), and syndbis virus, the foamy virus or sumavirus.
These vectors, however, have not been studied extensively and their specific advantages over
the other widely used viral vectors are not well known. Some researchers are capitalizing on

Fig. 2. Construction of a recombinant adenoviral plasmid involves the removal of the E1
adenoviral gene and insertion of the gene of interest. Recombinant adeno-associated virus can
be constructed by deleting genes that encode viral structural proteins (e.g., E2) leaving the
inverted terminal repeats (ITRs).
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replicating properties of viruses to deal with some of the limitations facing gene therapy. They
are finding (or creating) replicating viruses that confine their activity to the boundaries of its
target tumor without infecting healthy tissues. A replicating virus has distinct advantages over
nonreplicating vectors for tumor-directed applications because it leads to an increase in the
percentage of cells within a tumor that expresses the therapeutic gene over time (26). Vaccina
virus is an efficient replicating virus that leads to high levels of transgene expression, selec-
tively in tumor tissue, and is capable of lysing the infected tumor cell to eradicate or reduce the
tumor mass. However, it is observed that cancer patients have preformed immunological reac-
tivity against vaccinia virus as a result of smallpox vaccination. This might limit the use of VV
as a vector. Investigations are underway for alternative replicating poxvirus for cancer gene
therapy. One of such investigations involves the Yaba-like disease (YLD) virus, which has
been shown not to crossreact with vaccinia virus antibodies, and it replicates efficiently in
human tumor cells (27). Introducing a replicating virus into a patient has its own dangers, so it
is essential that the virus be purified, weakened, and modified. It must be innocuous enough to
slip past a patient’s immune system but infectious enough to reach all of the tumor sites.

An immune strategy that has been developed in gene therapy has been that of increasing
the natural immune response of the body to a tumor. Tumors elicit an immune response from
the body, but often this is not strong enough to overcome the malignant growth. Viruses can be
manipulated to carry the gene for a tumor protein and then administered as tumor vaccines,
which will boost the body’s immune response (28). Such strategies will not only destroy the
tumor but also trigger an immune-system memory that can ward off cancer recurrence. In some
instances, viruses are loaded with genes for cytokines (cell signaling protein or proteins that
activate elements of the immune system) and, once in the malignant cells, the genes produce a
massive amount of cytokines to the point of making the tumor an agent of its own destruction.

In the area of cancer chemotherapy, toxic or suicide gene therapy has been employed. These
approaches are generally called the gene-directed enzyme prodrug therapy (GDEPT) and the
virus-directed enzyme prodrug therapy (VDEPT) or antibody-directed gene therapy (ADEPT).
These methods involve a two-step approach. In the first step, the gene for a drug-activating
enzyme is delivered into the tumor, where it is expressed. In the second step, a nontoxic prodrug,
which is a substrate of the exogenous enzyme that is now expressed in the tumor, is adminis-
tered systemically (29,30). The net gain is that a systematically administered prodrug can be
converted to high local concentration of an active anticancer drug in tumors (see Fig. 3). VDEPT
is the method where viral vectors are used to deliver a gene that encodes an enzyme, whereas
ADEPT employs a tumor-associated monoclonal antibody linked to a drug-activating enzyme
to create a systematically administered conjugate that only targets tumor tissues (29,30).

3. Nonviral Methods of Gene Delivery

Although virus-based systems enhance delivery efficiency, recombinant viral vector-based
treatments have been associated with complications derived from highly evolved and complex
viral biology. Limitations such as low titers and requirement for active cell division have led to
the search for alternative viruses for gene transfer. Some of these problems have been over-
come by the use of adenoviruses, but newer problems such as packaging constraint and host
immune rejections have emerged. These limitations have made it necessary to develop alter-
nate nonviral modes of DNA delivery.

3.1. Direct DNA Delivery

This is probably the simplest method of nonviral gene delivery. It involves the injection of a
pure closed-circular plasmid DNA (or RNA) containing a transgene into an organ site of choice.
Naked plasmid DNA (pDNA) delivered to cells in vivo results in gene expression. Direct deliv-
ery of pure plasmid DNA encoding a gene of interest can be done through different routes. The
most popular methods are direct injections, such as intramuscular (i m) or intradermal (i d) and
the use of a “gene gun” to bombard skin with DNA-coated gold particles (particle bombard-
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ment). Although early investigations of direct delivery have tested different organ sites, includ-
ing the liver, spleen, skin, brain, and muscle, significant expression of a reporter gene construct
was reported early in mouse skeletal muscle cells (31). Skeletal muscle has since been shown to
be a promising target for nonviral delivery methods (of gene therapy) for both muscle and
nonmuscle disorders (32). The advantages muscle might have over other organs as a target for
gene delivery might be because it is easily accessible, well vascularized, and able to express
and process secreted proteins (33). Despite the promise of im injection of plasmid vectors as
gene delivery tools, several issues still remain to be addressed. One such issue is the low and
highly variable level of gene expression (34,35). Efficient transgene expression in hepatocytes
throughout the liver has been observed following intravascular delivery of pDNA via the portal
vein, the hepatic vein, or bile duct in mice (36). A major advance in intravascular delivery of
pDNA is the development of the tail vein delivery procedure in the Wolff and Liu laboratories
(36). Because the tail vein drains in the vena cava, delivery of a large bolus presumably results
in a liquid volume in the vena cava that is too large for the heart to handle rapidly. The fluids
back up and end up (predominantly) in the liver, resulting in gene transfer (36). The tail vein
method has been adopted quickly in the field of gene therapy for basic research and gene therapy
evaluation. In relation to humans, it seems that similar efficiencies might be obtained by inject-
ing pDNA into the afferent or efferent vessel of the liver by injections done via catheters (36,37).
Efficient transfection of skeletal muscle cells in mice, rats, dogs, and monkeys via intravascu-
lar delivery of pDNA have been reported (38). It is reported that such delivery is not limited to
skeletal muscle but can also target cardiac muscle (retrograde delivery via standard angioplasty
catheters) and can potentially be evaluated as a method for delivery of angiogenic genes for the
treatment of heart ischemia (39).

Fig. 3. Schematic representation of GDEPT, one form of suicide gene therapy.
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In the gene gun method (also referred to as the biolistic or bioballistic method), DNA coated
onto the surface of 1- to 3-µm-diameter gold or tungsten beads to form a DNA–particle com-
plex is accelerated by an electric discharge device or gas pulse and “fired” at the tissue (5). A
less invasive approach is the direct bombardment of the skin (40). Figure 4 shows a version of
a gene gun; Bio-Rad’s advanced Helios gene gun. The physical force of impact overcomes the
cell membrane barrier. A wide variation in the efficiency of overall gene expression is observed
for this method and this could be attributed to the variable tissue characteristics of rigidity, for-
eign DNA processing, and intrinsic transcriptional capacity. Analyses have shown that once
inside the cell, the foreign DNA does not integrate into the genome but, rather, exists as a
relatively unstable episome. Direct particle bombardment can, however, be more feasible as
part of a vaccination protocol.

Herweijer and Wolff (36) have put forward some explanations for the loss of transgene
expression following pDNA gene transfer. They observe that there is a rapid loss of expression
in the first few days (of transfer to liver) followed by a slower decrease after 1 wk. The loss in
the latter phase could be a result of an antigen-specific immune response in normal, immuno-
competent mice, as expression is much prolonged in immunocompromised mice. Intravascular
delivery results in cell damage as evidenced by pathological observation and in an increase in
cell (hepatocyte) cycling. Therefore, it is likely that part of the transfected cells are destroyed
or nonintegrated plasmid DNA is lost during cell cycling. However, the use of novel pDNA
vectors (liver-specific albumin promoter in this case) can allow high-level sustained expression.

Direct DNA injection could have potential as a vaccination procedure because low-level
gene expression is often sufficient to achieve an immunological response. Immunizations with
DNA vaccines have resulted in humoral and cellular immune responses that protect against
disease in preclinical models of infectious disease, cancer, and autoimmunity (41). DNA vacci-
nation differs from traditional vaccines in that just the DNA of interest is injected into the body.
This DNA, encoding a desired antigen, is then delivered directly through either a hypodermal
needle, a gene gun, or other delivery routes. DNA vaccines raise immune responses by express-
ing proteins in the vaccinated hosts and, consequently, an immune response is elicited to the
expressed antigen. An added advantage of pDNA for vaccination is the presence of
unmethylated CpG motifs, which have T-helper cell type 1 (Th1) immunostimulatory activity
(42). These DNA motifs (unmethylated form) are potent stimulators of several types of immune
cell. In DNA vaccine plasmids, this immunostimulatory activity can act to mobilize the immune
response against the DNA-encoded antigen. DNA vaccines possess endogenous adjuvant
activity that is antigen dependent and potently induces Th1 type immune responses (43).

Fig. 4. (A) The Bio-Rad hand-held Helios gene gun and (B) schematic representation of the
internal components of the gun. (Reprinted with permission from BioRad Laboratories, Her-
cules, CA.)
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Plasmid DNA constructs used for vaccination are similar to those used for the delivery of
reporter or therapeutic genes. They have the following features: (1) a bacterial origin of replica-
tion that facilitates amplification of large quantities of plasmid DNA for purification, (2) a
prokaryotic selectable marker gene, such as an antibiotic-resistance gene, (3) eukaryotic tran-
scription regulatory elements, usually strong viral promoter/enhancer sequences that direct high
levels of gene expression in a wide host cell range, (4) DNA-sequence-encoding antigenic
protein/peptide of interest, and (5) polyadenylation sequence to ensure that the transcribed
mRNA is appropriately terminated (43).

3.2. Cationic Lipid-Based Gene Delivery

Cationic liposome-mediated gene transfection was pioneered by Felgner and co-workers
(44) and is highly efficient for transfecting DNA into a wide variety of cell lines grown in tissue
culture. This technique relies upon the electrical charge properties of DNA (which is negative
as a result of the phoshate backbone of the double helix), cationic lipids (positive), and cell
surfaces (net negative as a result of sialic acid residues) (5). Liposomes are a heterogenous
class of compounds that can be altered so that they posses a wide variety of physical and chemi-
cal properties. Liposomes can be composed of an equimolar mixture of a synthetic cationic
lipid such as DOTMA (N [1-(2, 3,dioleyloxy)propyl]-N,N,N,-trimethylammonium chloride)
and a helper lipid DOPE (dioleoylphospatidylethanolamine). This DOTMA/DOPE mixture
(Lipofectin™) forms complexes with DNA by charge interaction upon mixing at room tem-
perature. The resulting complex stably captures 100% of the polynucleotide, and by charge
attraction and fusion properties, the lipids can adsorb to the cell membrane and deliver the
nucleic acid directly into the cytoplasm, bypassing the lysosomal degradation pathway (5).
There are several commercially available cationic lipids with slight differences; for example,
DOTAP differs from DOSPER in that the fatty acids are connected to the 1- and 3-position of
the structure’s propane backbone. Other commercial products include LipofectAMINE™,
Lipofectam™, and Tfx. The ratio of lipid to DNA, as well as the total concentration, must be
carefully optimized to avoid toxicity.

Compared with viral vectors, cationic-lipid-based delivery systems have several advantages
(5,15). DNA/lipid complexes are easy to prepare and bulk preparations can be made easily,
there is no limit to the size of genes that can be delivered, and there is lower immunogenicity.
More importantly, there is much less risk of inducing tumorigenic mutations by this system
because genes delivered cannot replicate or recombine. However, despite the success of cat-
ionic lipid systems in transfecting cells by a local regional administration (45), they have been
less efficient delivery systems compared to the viral vector-based systems. One such problem
is the transport of plasmid DNA from the site of injection to the targeted cell. Lipoplexes have
to circulate without being sequestered by the reticulo-endothelial system (46) in order to reach
the targeted cell membrane. Physiological barriers are then encountered that prevent their intra-
cellular trafficking. After cell membrane attachment, lipoplexes enter the cell cytoplasm either
by fusion of the vector with the plasma membrane or by endocytosis (47), and then they ineffi-
ciently diffuse through the cytoplasm to the nuclear envelope. Pedroso de Lima et al. (48) have
worked on different strategies aimed at improving the efficiency of gene transport to the cell
nucleus. Some of such strategies include the coupling of nuclear localization peptidic sequence
to plasmid DNA to increase nuclear import of the plasmid (49) and providing cationic lipid
complexes that could provide transfection efficiency in the presence and absence of high serum
concentration (50,51). Cationic lipid complexes are usually optimized for transfection effi-
ciency in the absence of serum. In vivo gene transfer of lipid complexes through systemic
administration have also been faced with technical difficulties such as the preparation of the
DNA/lipid complexes at concentrations at which the injection volume into an animal will not
be too large and large aggregates will not form. However, recent reports have shown that cat-
ionic-lipid-complex-mediated gene transfer depend not only on the formulation of the cationic
liposomes and their thermodynamic phase but also significantly on the cell properties (52).
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3.3. Electroporative Gene Delivery

Nonviral gene delivery methods have been associated with inefficiency, in vivo clearance,
and formulation/manufacture complexities. The future of gene therapy requires the develop-
ment of efficient and nontoxic polynucleotide delivery mechanism. Current evidence indicates
that in vivo application of pulsed electric fields to facilitate polynucleotide uptake into cells can
provide one such mechanism. Electroporation (also termed “electropermeabilization”) is the
application of controlled electric fields to facilitate cell permeabilization (53) and is a gene
delivery strategy that combines naked DNA injection with pulsed electric field treatment (see
Fig. 5). Electroporation allows efficient cytoplasmic uptake of large and highly charged
polynucleotide molecules that normally require either specialized (and often toxic) delivery
of cofactors or, in the case of naked DNA transfection, are taken up relatively inefficiently.
The success of in vitro transfection with electroporation has led to the development of in vivo
applications (ref. 53 provides a review of the theory and applications of in vivo electroporation).
The basic concept of this method is that the application of electric pulses opens up “pores” in
the cell membranes, allowing polynucleotides and other macromolecules of interest to pass
down a concentration gradient into the interior of the cells. Over time after initial
permeabilization, the pores close, trapping these molecules, which, in turn, can exert a biologi-
cal effect. The mechanism of transportation induced by electroporation starts with an increase
in membrane permeability following treatment with electric pulses (54) and passive diffusion
through the permeabilized membrane defect.

Technical improvements in electroporation equipment have been made in recent years and
better methodologies following years of experimentation have enabled increases both in gene
transfer efficiency and safety (53). The expression level in muscle is at least 10-fold higher
compared to injection of pDNA without electroporation (55). It is not clear, however, whether
these increases in transgene expression (especially of secreted proteins) are the result of enhanced
gene transfer into myofibers or to simultaneous transfer into different cell types (e.g., endothelial
cells). These expression levels were considered sufficient to warrant investigation of this
method for gene therapy for chronic anemia (56) or muscular dystrophies (57).

4. Some Reporter Genes Used in Gene Therapy
Direct quantitation of gene expression to determine the efficiency of the gene delivery pro-

cess is not always possible. The gene of interest can encode a protein that either does not have
a biochemical activity or has an activity that cannot be easily assayed. Reporter genes, which
are nucleic acid sequences encoding proteins with activities that can be measured in liquid
assays or visualized on tissue sections or on colonies grown on agar proteins, are therefore used
to determine the efficiency of the gene delivery systems. Some of the common reporter genes
are Luciferase, a gene originally isolated from the fire fly. In the presence of luciferin and
adenosine triphosphate (ATP), an enzyme complex is produced that reacts with molecular oxy-
gen to produce light, carbon dioxide, and adenosine monophosphate (AMP). The light pro-
duced is easily monitored by a scintillation counter specifically designed for this purpose. The
light emitted is directly proportional to the number of luciferase enzyme molecules. Another
reporter gene, the green fluorescence protein (GFP), is from the jellyfish Aequorea victoria.
This protein is activated in vivo by an energy transfer via the Ca2+ stimulation of the
photoprotein aequorin. The blue light generated by aequorin excites GFP and results in the
emission of green light. GFP is detected with long-wave ultraviolet (UV) light, absorbs light at
395 nm, and has an emission peak at 509 nm. Its nonsubstrate requirement activity makes it an
attractive reporter for gene expression studies. GFP is stable, nontoxic, and resistant to photo
bleaching. These properties make GFP a viable alternative to traditional reporter genes such as
β-glucuronidase (GUS), chloroamphenicol acetyltransferase (CAT), firefly luciferase, or
β-galactosidase (Lac Z), an enzyme that hydrolyzes lactose into galactose and glucose.
Transfected cells producing high levels of β-galactosidase turn dark blue on plates containing
X-gal (a substrate that can be cleaved by β-galactosidase to produce a blue color) and those that
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Fig. 5. (A) Pin electrode and (B) caliper electrodes. Both can be utilized for in vivo
electroporative gene delivery. (From ref. 53).

do not produce the enzyme do not change color. Use of β-galactosidase as a reported gene is
straightforward and easy to interpret. Its detection could be by a colorimetric assay.

5. Clinical Applications
More than 4000 patients have been enrolled in gene transfer experiments over the last

decade. However, gene therapy research continues to produce few unambiguous results. In a
phase 1 clinical study in 1999, scientists used a modified adenovirus to deliver normal versions
of the p53 gene to the lung tumors of 25 patients. Mutations in p53 can stop malignant cells
from going into the natural programmed cell death phase called apoptosis. It was observed that
in 18 of these patients, the injection either reduced or arrested tumor growth (58). In that same
year, a gene therapy trial aimed at treating a liver disease, which occurs when a gene on the X
chromosome is missing or defective, producing too little of a liver enzyme, ornithine
transcarbamylase (OCT), needed to remove ammonia from the blood, experienced a tragic out-
come. An 18-yr-old volunteer died 15 d after receiving a high dose of the adenovirus carrying
the gene. Follow-up studies to find an explanation for this sad outcome revealed that the volun-
teer might have died from a massive immune response to the adenovirus vector itself. This
resulted in a systemic inflammation, which flooded the volunteer’s lungs with fluid, causing
acute respiratory failure and death (59). In the Necker Hospital for Children in Paris, a healthy
gene was successfully introduced into the bone marrow of two children with a rare, lethal
immune disorder (SCID-X1) based on the use of a complementary DNA containing a defective
gammac Moloney retrovirus-derived vector and ex vivo infection of CD34+ cells. After a
10-mo follow-up period, gammac transgene- expressing T-cells and NK cells were detected
in these patients, indicating the correction of the disease phenotype (60). Unfortunately, as this
study progressed to include more patients, 2 out of 10 patients have recently been shown to
develop leukemia within 3 yr of gene therapy (61). Cystic fibrosis (CF), a recessive genetic
disease caused by mutations in the cystic fibrosis transmembrane conductance regulator (CFTR)
gene, is yet another condition that gene therapy approaches have been developed to treat pa-
tients. Mutations in CFTR are the molecular cause of CF and lung disease is the most serious
outcome of CF. This makes the lung the logical primary target for CF gene therapy. One of the
recent CF clinical studies involved the delivery of multiple doses of a DNA/liposome formula-
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tion to the nasal epithelium of patients. Subjects received three doses, administered 4 wk apart,
and results showed modest, transient gene expression with no evidence of inflammation, toxic-
ity, or immune response toward the formulation or the expressed CFTR (62). Many more clini-
cal studies targeting different disease conditions are being carried out around the world under
strict government regulations.

6. Conclusion
The goal of all gene transfer methods is to deliver genes to desired cells in tissues and organs

in an efficient manner with minimal toxicity. It is apparent that although the current methods
described have some disadvantages, their successful use is rapidly becoming clinically feasible
for a wide range of gene correction, gene therapy, and nucleic acid vaccine applications. A
limiting factor to rapid research in this area lies in the fact that direct extrapolation of animal
experiments to human studies are not usually possible because animal models do not satisfacto-
rily mimic the major manifestations of the corresponding human diseases. Because clinical
studies represent both the practical implementation of basic discoveries and the experiments
that will refine and define new questions, there is a clear and legitimate need for clinical studies
to evaluate various aspects of gene therapy approaches. Such studies, however, must be carried
out cautiously and with scientific integrity. Researchers need to focus greatly on the basic
aspects of gene transfer and gene expression by improving vectors for gene delivery, enhancing
and maintaining high level expression of the transferred gene, achieving tissue-specific and
regulated expression of transferred genes, and directing gene transfer to specific cell types. It is
unlikely that gene therapy will replace conventional treatment strategies for humans, but it
might eventually become an integral part of medical science.
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Chimeric antibodies, 432
Chorionic villus, 450, 610, 612
Chromogenic in situ hybridization (CISH),

409
Chromogenic substrates, 46
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Chromosome abnormalities, 378, 453
Chromosome karyotyping, 447
Chromosome translocations, 471
Chronic myelogenous leukemia, 472
CISH, see Chromogenic in situ

hybridization
Combinatorial libraries, 433
Comparative genomic hybridization, 375,

456
Comparative genomics, 400, 599
Competitive ELISA, 422
Computational genomics, 126
Conformational-sensitive gel

electrophoresis, 147
applications, 151
preparation, 148

CSGE, see Conformational-sensitive gel
electrophoresis

Cytogenetics, 413, 449, 471, 541
Cytogenetic mapping, 119
Cytokeratins, 559
Cytomegalovirus, 282

D

DAPI, 379
Databases, 393
Denaturation fingerprinting, 138
Denaturing gradient gel electrophoresis

(DGGE), 79
applications, 83
melting map, 81

Denaturing HPLC, 315
DGGE, see Denaturing gradient gel

electrophoresis
Diabetes, 220
Diagnostics, 49, 172, 244, 264, 281, 297,

309, 319, 338, 375, 425, 449, 602
Dideoxyfingerprinting (DDF), 135

applications, 139
denaturation, 138

Differential display, 487
Digoxigenin, 15
DIG  PCR labeling, 17
DNA

amplification, 274
blotting, 5, 35, 475, 574
capillary electrophoresis, 10

concentration, 2
cDNA, 255
extraction, 1, 465, 574
fingerprinting, 10, 27, 103, 135
heteroduplex, 108
hybridization, 5, 19, 37, 107
labeling

DIG PCR, 17
end labeling, 8, 18
fluorescent, 184
nick translation , 9, 16
non-radioactive, 7
random primer, 9, 16

microarrays, 244, 499, 512
mitochondrial , 321
polymorphisms, 29
restriction site mutation, 30
sequencing, 87, 110

Dot blotting, 6
DOTTER, 127
Dual antibody sandwich ELISA, 419

E

ECL, see Enhanced chemiluminescence
Ehrlichiosis, 56
ELISA, see Enzyme-linked immunosorbent

assay
Electroblotting, 43
Electrophoresis

agarose, 4, 141, 148, 574
Electroporation, 634
Electrospray ionization mass spectrometry,

347
End labeling (DNA), 8, 18
Enhanced chemiluminescence, 46, 49
Enzyme-linked immunosorbent assay, 419

Alzheimer diagnosis, 421
competitive, 422
diagnostic tests, 425
dual antibody sandwich, 419
indirect, 421

Enzymes
labeling with, 15
restriction, 1, 25, 574

Epithelial membrane antigen, 557
ESTs, see Expressed sequence tags
Expressed sequence tags (ESTs), 122
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Expression profiling, see Microarrays

F

Fab fragment, 429
Fc fragment, 429
Fingerprinting, 10, 27, 103, 135, 494
FISH, see Fluorescence in situ hybridization
Flow cytometry, 464, 531
Fluorescence in situ hybridization (FISH),

15, 409, 454, 474
Fluorescent polarization, 236
Fluorescein, 535
Forensics , 159
Fragile X syndrome , 39
FRET, 236, 334

G

Gene copy number, 92
Gene expression profiling , 507

applications, 514
Gene prediction, 126
Gene probes, 13
Gene rearrangements, 70
Genetic mapping, 104, 120
Genomics

comparative, 400,  599
fingerprint, 126

Gene therapy, 604, 625
Gene delivery, 633
Genotyping , 338, 360
Germ cell tumors, 561
Giemsa staining, 119

H

Hematology, 451, 547
Haplotyping, 243, 602
HapMap project, 245
Hepatitis C, 281
Herceptin, 438
HIV diagnosis, 50, 422, 425, 549
HLA typing, 159
Hot start PCR, 331
Housekeeping genes, 307
HPLC

denaturing, 315
of nucleic acids, 347

Human genome mapping, 119

Human genome project , 487, 507, 593
Human epithelial antigen, 560
Humanized antibodies, 432
Hybridization, 5, 19, 37, 107

I

Ideogram, 595
Immunocytochemistry, 555
Immunoglobulin, see Antibody
Inborn errors of metabolism, 607
Indirect ELISA, 421
Inflammation, 439
In situ hybridization, 409, 510
INVADER, 228
Iohexol, 528
Ion pair reverse phase HPLC, 347
Isoschizomers, 1
Isotachophoresis, 522

K

Karyotyping, 447

L

Labels
non-radioactive

biotin, 15
chemiluminescent, 15
DIG, 15
enzymes, 15

radioactive, 14
LCR, see Ligase chain reaction
Leukemias, 448, 471, 541
Ligase chain reaction (LCR), 103, 167

applications, 171
multiplex, 168

Linkage, 205
disequilibrium, 238, 245, 602
informative matings, 209
LOD score, 212
loci, 212
markers, 210
multipoint, 216
recombination fraction, 207

LOD score, 212
LOH (loss of heterozygosity), 463
Long QT syndrome, 139
Luminex, 231
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Luminol, 49
Lyme borreliosis, 54
Lymphocytes

cytogenetic analysis, 449
Lymphoma

diagnosis by CISH, 413
diagnosis by FISH, 412
typing, 541

Lysosomal storage disorders, 613

M

Malignant melanoma, 562
Mapping

cytogenetic, 119
genetic, 120
human genome, 119
physical, 122, 125

Masscode, 229
Mass/size analysis, 358
Mass spectrometry

of nucleic acids, 347
Membranes

nitrocellulose, 44
nylon, 45
PVDF, 44

Metabolic disorders, 607
Metaphase cells, 376
Methylation, 30, 109
M-FISH, 455
Microarrays, 110, 458, 583

cDNA, 255, 499, 512
data analysis, 256
expression arrays, 261
normalization, 260
protein, 583
RNA expression, 255
spotted arrays, 259
synthesized arrays, 259

Microchips, see Microarrays
Microsatellite instability, 105
Microsatellites, 463
Minimal residual disease (MRD), 308
Minisequencing, solid phase, 87

applications, 91
primer design, 89

Mitochondrial
disorders, 615
DNA, 321

Molecular beacons, 224, 277
Monoclonal antibodies, 430
Morgan, 120
Mucolipidoses, 613
Mutation detection, 68, 70, 135, 167, 183,

195, 363
Mycobacterium tuberculosis, 173, 283
Mycoplasma pneumoniae, 283

N

NASBA, see Nucleic acid sequence-based
amplification

Neisseria gonorrheae, 174
Nested RT-PCR, 477
Neuroendocrine tumors, 562
Nick translation, 9, 16
Nitrocellulose membrane, 44
Northern blotting, 5
Nucleic acids  LC-MS (see  also DNA and

RNA), 347
Nucleic acid sequence-based amplification

(NASBA), 273
applications, 281
DNA amplification, 275
multiplex, 277
primer design, 276
RNA amplification, 274

Nylon membranes, 45

O

Oligonucleotides
characterization by mass spectrometry,

356
Oligonucleotide ligation assay (OLA), 229,

293
applications, 297
sample preparation, 296

OMIM, 597
Organ transplantation rejection

antibodies for, 440
Organic acid disorders, 616

P

P1 artificial chromosome, 122
Paraffin embedded tissue, 258
Paroxysomal nocturnal hemoglobinurias,

548
Peptide nucleic acid (PNA), 108
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Peroxisomal disorders, 615
Pharmacogenomics, 240, 401
Photobiotin labeling, 18
Phycoerythrin, 536
Phylogenetic analysis, 392
Physical  mapping, 122, 125
Picomoviridae, 284
Platelets, 548
PNA, see Peptide nucleic acid
Polymerase chain reaction, 63

ASO PCR, 70, 155, 229
contamination, 65
competitive RT PCR, 306, 328,
design, of primers, 65
hot start, 331
mismatch detection, 69
mutation screening, 68
primer dimer, 331
quantitative, 327
real time PCR , 71, 305, 329, 510
reverse transcriptase, 199, 327, 491, 511
sensitivity, 65
SSCP, 73
TaqMan, 305, 234, 332

Polymorphisms, 29
disease association, 240
genetic, 227
genotyping, 228
haplotyping, 243
single nucleotide (SNP), 11, 93, 102,

147, 158, 227, 300, 360, 401, 601
Population stratification, 243
Positional cloning, 205
Prenatal diagnosis, 450, 607
Primer design, 65, 89
Prion diseases, 58
Probes

gene, 13, 574
in medical research, 20
oligonucleotide, 13
pathogenic microorganisms, 21

Propidium iodide, 533
Prostate-specific antigen, 560
Protein

protein blotting, see Western blotting
protein family databases, 396
protein interaction databases, 399
protein microarrays, 583

protein structure databases, 398
protein truncation test (PTT), 195
protein therapeutics, 429

Proteome, 509
Pterin, 617
PTT, see Protein truncation test
PVDF membranes, 44
Pyrosequencing, 236

Q

Quantitative PCR, 327, 479

R

Radiation hybrid mapping, 121
Radioactive labeling, 8, 14
Random primed labeling, 9, 16
Real time PCR, 71, 305, 329, 510
Reporter genes, 634
Restriction endonucleases, see Restriction

enzymes
Restriction enzymes, 1, 25, 574
Restriction fragment length polymorphism

(RFLP), 10, 27, 103
Restriction mapping, 9
Retroviral vectors, 626
Reverse transcriptase (RT) PCR, 199, 327,

491, 511
RFLP, see Restriction fragment length

polymorphism
Rhodamine, 379
Ribogreen, 338
Ribonuclease protection assay, 510
Ribotyping, 573
Rituxan  R, 436
RNA

amplification, 274
extraction, 3, 273, 358
isolation, 258
labeling, 184
mRNA, 509
quantification, 278
rRNA, 573
stability, 280

RT  PCR, see Reverse transcriptase PCR

S

SAGE, see Serial analysis of gene
expression
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Sarcomas, 562
Scorpion probes, 334
SELDI  biochip, 589
Serial analysis of gene expression, 256, 499,

512
Sequence alignment, 392
Sequence databases, 396
Sequencing (DNA), 87, 110
Sequence analysis, 127
Sequence tagged site (STS), 123
Short tandem repeats, 463
Sickle cell anemia, 38
Single base extension, 102, 231
Single-chain antibodies, 434
Single nucleotide polymorphisms  (SNPs) (see

also SNP databases), 11, 93, 102,
147, 158, 227, 300, 360, 401, 601

Single strand conformational
polymorphism, 73, 103

SKY, see Spectral karyotyping
Slot blotting, 6
SNP databases, 247, 401
SNPs, see Single nucleotide polymorphisms
SNPLEX assay, 231
Southern blotting, 5, 35, 475, 574
Spectral karyotyping  (SKY), 375, 455
Spectrum green, 379
Spectrum red, 379
Sphingolipidoses, 613
SSCP, see Single strand conformational

polymorphism
Stem cells, 550
STR, see Short tandem repeats
Stringency, 5, 37
SWISS PROT, 398

Sybr green, 330

T

Taenia solilum, 56
Tandem repeats, 104
TaqMan, 233, 305, 332
Taq polymerase, 64
Temperature gradient capillary

electrophoresis (TGCE), 109
Texas Red, 379
Therapeutic antibodies, 436
Thyroid transcription factor-1, 560
Transcriptome, 508
Transgenic animals, 435
Transmission disequilibrium test, 224
Tumor-associated glycoprotein, 560
Tumor diagnosis, 321, 339, 365, 375, 412,

557
Tumor genetics, 379, 453
Tumor mutations, 29, 160
Tumor necrosis factor, 439

V

Variable number tandem repeat (VNTR), 11
Viral infection

antibodies against, 441
Viral vectors, 626

W, Y, Z

Wave system, see HPLC, denaturing
Western blotting, 43, 477
Yeast artificial chromosomes (YACs), 122,

384
Zoo blotting, 5
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